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Abstract—We present a language for representing context-sensitive temporal probabilistic knowledge. Context constraints allow inference to be focused on only the relevant portions of the probabilistic knowledge. We provide a declarative semantics for our language. We present a sound and complete algorithm for computing posterior probabilities of temporal queries, as well as an efficient implementation of the algorithm. Throughout we illustrate the approach with the problem of reasoning about the effects of medications and interventions on the state of a patient in cardiac arrest. We empirically evaluate the efficiency of our system by comparing its inference times on problems in this domain with those of standard Bayesian network representations of the problems.
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1. INTRODUCTION

For accurate medical diagnosis and prediction, it is often necessary to model a patient’s condition over time. Because there is great uncertainty in clinical medicine, a system for diagnostic or prognostic evaluation must be able to represent and reason with uncertainty. Bayesian networks are currently the most powerful and popular method for representing and reasoning with probabilistic information. A Bayesian network is a directed acyclic graph in which the nodes represent random variables and the links represent direct influences. The influences are quantified with conditional probabilities in the form of a link matrix associated with each node. A link matrix specifies the probabilities of all possible values of a node given all possible combinations of values of its parents. Researchers have recently applied Bayesian networks to the modeling of temporal processes [1,2]. This is typically done by representing time discretely and creating an instance of each time-varying random variable for each point in time.

Although Bayesian networks provide a relatively efficient method for representing and reasoning with probabilistic information, the process of computing posterior probabilities (inference) in Bayesian networks remains NP-hard [3]. This complexity becomes particularly problematic in large models such as those that arise in modeling temporal processes. We can greatly reduce the size of the network models if we can identify some deterministic information and use it as the context to index the probabilistic information. For example, in using Bayesian networks to determine the likely outcomes of a plan, actions are typically represented as nodes in the network [4, ch7], [5,6]. For problems in which only one action can be performed at a time, the network contains a single action node at each time point, with states corresponding to the available actions. For problems in which actions can be performed concurrently, the network may contain multiple action nodes at each time point. Representing plans in this way often results in networks with large numbers of nodes and large link matrices. The reason is that we need two types of knowledge for each domain variable: a specification of how it is influenced by each action (causal rules), and a specification of how it behaves over time in the absence of actions that influence it (persistence rules). When evaluating a plan, the performance of one’s own
actions is deterministic knowledge—we know whether or not we plan to attempt an action—actions can be used as context information.

We propose representing a class of Bayesian networks with a knowledge base of probabilistic rules augmented with context constraints. A context constraint is a logical expression that determines the applicability of a probabilistic relation based on some deterministic knowledge. A context-constrained rule has the general form \( \Pr(\text{consequent} | \text{antecedents}) = \text{prob} | \text{context} \).

For example, we could represent the effect of cardiopulmonary resuscitation (CPR) on the heart rhythm of a patient in cardiac arrest with a set of context-constrained rules, one of which might be

\[
\Pr(\text{rhythm}(t, \text{normal-sinus})|\text{rhythm}(t-1, \text{asystole})) = 0.05 | \text{CPR}(t-1)
\]

and the persistence of the state of the heart rhythm with a set of rules, one of which might be

\[
\Pr(\text{rhythm}(t, \text{normal-sinus})|\text{rhythm}(t-1, \text{asystole})) = 0.00 | \neg \text{CPR}(t-1).
\]

Each of these rules has a link matrix half the size of that for a rule representing both the action effect and persistence, and only one of these rules is applicable at any time point.

This paper makes four main contributions. First, we define a logical language for representing classes of temporal probability models that permits the probabilistic information to be qualified by context information when available. Second, we provide a declarative semantics for the language. Third, we present a sound and complete query answering procedure that uses context information to construct small Bayesian networks to compute the posterior probabilities of temporal queries. Finally, we present an implementation of the algorithm, the BNG system, that uses additional pruning techniques to reduce the sizes of the constructed networks.

The rest of this paper is organized as follows. Section 2 provides an overview of the medical problem of evaluating interventions to cardiac arrest, which will be used as a running example throughout the paper. Section 3 presents an overview of the BNG system, shows its use in modeling the cardiac arrest domain, and motivates the need for a formal framework. Then in sections 4 and 5 we present the representation language and associated semantics for our context-sensitive temporal probabilistic knowledge bases. In section 6 we present the procedure for answering probabilistic queries and use the formal semantics to prove the procedure both sound and complete. In section 7 we discuss the implementation of the procedure in BNG and in section 8 we present empirical results evaluating the efficiency of BNG. Section 9 provides a discussion of related work and section 10 presents conclusions and directions for future research.

2. CARDIAC ARREST

We illustrate the capabilities of context-sensitive temporal probability model construction by modeling the effects of medications and other interventions on the condition of a patient in cardiac arrest. The goal of treatment is to maintain life and prevent anoxic injury to the brain. Fewer than 10% of cardiopulmonary resuscitation attempts result in survival without brain damage [7].

The observable variable is the electrocardiogram or rhythm strip. While not including all possible rhythms, we consider the range of rhythms most commonly presented: normal sinus rhythm (nsr), ventricular fibrillation (vf), ventricular tachycardia (vt), atrial fibrillation (af), supraventricular tachycardia (svt), bradycardia (b), and asystole (a).

While patient survival is of primary importance, cerebral damage must be taken into account and can be viewed as part of the cost in a resuscitation attempt. The length of time a patient has been without cerebral blood flow (cbf) determines the period of anoxia (poa). If the patient has ineffective circulation for more than 5 min, there is a likelihood of sustaining cerebral damage (cd). This damage is persistent and its severity increases as the period of anoxia increases. We take poa to have possible values {none, 1 min, 2 min, 3 min, 4 min, 5 min, sustained} and cd to have the range of values {none, mild, moderate, severe}.
while cbf is either present or absent.

Medical personnel treat a patient experiencing a cardiac arrest with a variety of interventions and medications. We consider the two most common medical interventions: cardiopulmonary resuscitation (CPR) and defibrillation (DFIB). A number of medications help control the heart rhythm and rate, improve cardiac output and increase blood pressure. Many effective drugs are currently available, of which we chose to model the three most commonly used. Lidocaine (LIDO) is an anti-arrhythmic drug that helps restore a regular rhythm, it is usually used for ventricular tachycardia, ventricular fibrillation, or to prevent ventricular fibrillation. Atropine (ATRO) increases the heart rate during bradycardia or asystole. Epinephrine (EPI) overcomes heart block and helps restore cardiac function. We have simplified our model by assuming a standard bolus size and administration rate. So each intervention and medication is simply either present or absent.

We make the following modeling assumptions. Time is modeled discretely and the time step is taken to be 1 min. Heart rhythm is determined by the previous rhythm, as well as medication and intervention. Cerebral blood flow is determined by the current heart rhythm. The period of anoxia is determined by the previous period of anoxia and the previous cerebral blood flow. For example, if the previous period of anoxia was 3 min and there was no cerebral blood flow present, the current period of anoxia becomes 4 min. The extent of cerebral damage is determined by the previous cerebral damage and the current period of anoxia. For example, if the previous cerebral damage was mild and the period of anoxia is sustained, then the current cerebral damage becomes moderate.

3. THE BNG SYSTEM

The BNG (Bayesian Network Generator) system is capable of constructing temporal Bayesian networks from a knowledge base of context-constrained rules. BNG works roughly as follows. Given a knowledge base of rules, a set of evidence, a set of context information, and a query; BNG constructs a network to compute the probability of the query given the evidence in the specified context. The required posterior probability is then computed using any of the many available Bayesian network inference algorithms. After generation and before evaluation, the network is pruned to eliminate irrelevant nodes. We illustrate the functioning of BNG by showing how it can be used to model the cardiac arrest domain.

3.1. Knowledge base

Consider a knowledge base of rules for the cardiac arrest domain, depicted graphically in Fig. 1. The knowledge base contains rules for determining the probabilities of rhythm,
cbf, poa and cd at any point in time. Context constraints are used in representing the effects of medications and interventions on the heart rhythm. We have a set of rules specifying the probability of the rhythm at a time \( t \) given each possible combination of medication and intervention at time \( t - 1 \) and the rhythm at time \( t - 1 \). We also have a rule specifying the probability of the rhythm at \( t \) given only knowledge of the rhythm at \( t - 1 \). This type of rule is called a persistence rule. The medication administered and the intervention applied are specified as context constraints on the rules. The BNG rule specifying the effect of epinephrine on rhythm is shown below. Each row represents the probabilities of a particular rhythm, conditioned on the previous rhythms labeling the columns. Thus the entries in each row sum to one.

Context: Intervention \((t - 1, \text{CPR})\).
Medication \((t - 1, \text{EP})\)
Ante: Rhythm \((t - 1)\)
Conse: Rhythm \((t)\)

Matrix:

<table>
<thead>
<tr>
<th>:NSR</th>
<th>VF</th>
<th>VT</th>
<th>AF</th>
<th>SVT</th>
<th>B</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>.03</td>
<td>.26</td>
<td>.10</td>
<td>.05</td>
<td>.55</td>
<td>.00</td>
<td>.01</td>
</tr>
<tr>
<td>.12</td>
<td>.60</td>
<td>.10</td>
<td>.00</td>
<td>.08</td>
<td>.00</td>
<td>.10</td>
</tr>
<tr>
<td>.01</td>
<td>.80</td>
<td>.14</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.05</td>
</tr>
<tr>
<td>.01</td>
<td>.30</td>
<td>.05</td>
<td>.50</td>
<td>.05</td>
<td>.00</td>
<td>.09</td>
</tr>
<tr>
<td>.01</td>
<td>.10</td>
<td>.09</td>
<td>.35</td>
<td>.30</td>
<td>.00</td>
<td>.05</td>
</tr>
<tr>
<td>.08</td>
<td>.15</td>
<td>.02</td>
<td>.05</td>
<td>.60</td>
<td>.05</td>
<td>.05</td>
</tr>
<tr>
<td>.10</td>
<td>.15</td>
<td>.05</td>
<td>.00</td>
<td>.05</td>
<td>.60</td>
<td>.05</td>
</tr>
</tbody>
</table>

If actions were not represented as context constraints, the link matrix for rhythm would contain 588 entries. By representing actions as context constraints, we obtain 12 rules each with a link matrix of 49 entries. Although using context constraint does not reduce the amount of probabilistic information we must assess, it drastically reduces the size of the link matrices in the generated networks, which is the main determining factor in the inference complexity.

The knowledge base contains three other types of rules. The first states that the value of cbf at a time is determined by the value of rhythm at that time. The second states that the value of poa is determined by the previous values of poa and cbf. The last states that the current value of cd is determined by the value of poa at that time and the previous value of cd.

One of the more difficult aspects of developing a probabilistic model such as this one is securing complete and accurate knowledge. All domain knowledge was elicited from an expert ER physician. We started by eliciting the qualitative causal structure of the domain. We then used Bahill's techniques [8] for eliciting the needed conditional probability values.

3.2. Modeling examples

The procedure used when modeling the effects of medications and other interventions involves three steps. First, the evidence is set to specify the condition of the patient at the present time (time 0). The conditions specified are cardiac rhythm, known period of anoxia and previous extent of cerebral damage. Second, the actions (medications and/or other interventions) are specified for individual time segments\(^1\). Third, the queries are set for particular variables at specific times, usually examining the rhythm and cerebral damage.

\(^1\) In practice a physician would decide on later actions after observing the effects of previous actions. But in order to choose the optimal next action, one must evaluate each choice in the context of the optimal sequence of future actions.
These specifications are used by BNG to construct a Bayesian network that can then be fed to an inference system. The queries are answered by providing the posterior probabilities given the evidence and actions.

Our first example simulates a response to a massive myocardial infarction. The following evidence is presented as the patient’s state at time 0: the rhythm is ventricular fibrillation, there has been 2 min of anoxia and there exists no cerebral damage. The actions are represented as context information. CPR is administered until the administration of Lidocane. Lidocane is administered at times 3 and 4. Notice that because of the negation-as-failure assumption, we need not specify what medications and interventions are not being performed at each time. We query the cardiac rhythm at time 6. Given this inference problem, BNG generates the network shown in Fig. 2. The computed posterior probabilities are Pr(nsr)=0.43, Pr(vf)=0.06, Pr(vt)=0.01, Pr(af)=0.05, Pr(svt)=0.06, Pr(b)=0.00, Pr(a)=0.39.

Next we evaluate an alternative course of treatment for the same patient. Rather than ceasing CPR at time 3, we continue while we initially administer lidocane. BNG generates a network with the same topology as that in Fig. 2 and computes the following posterior probabilities: Pr(nsr)=0.52, Pr(vf)=0.08, Pr(vt)=0.01, Pr(af)=0.05, Pr(svt)=0.05, Pr(b)=0.00, Pr(a)=0.29. Continuing the administration of CPR when introducing lidocane is determined to have a higher probability of resulting in normal sinus rhythm than immediately ceasing CPR.

The next example models a cardiac arrest due to drowning. The initial rhythm is asystole, the period of anoxia is known to be 5 min and there is no prior cerebral damage. Treatment consists of atropine administration at times 2 and 3, and continued CPR from time 0 to 4. The network generated in response to a query of cerebral damage at time 6 is shown in Fig. 3. The computed posterior probabilities of cerebral damage are Pr(none)=0.80, Pr(mild)=0.19, Pr(moderate)=0.01.

BNG has the ability to answer temporal interval queries, i.e. to determine the probability that a variable is in a particular state for at least one time point or for all time points within

---

2 While all the examples of plans that we present are open-loop plans, we can also represent closed-loop plans in which the action taken at some place is dependent on the information obtained by a previous action. This is done by modeling a branch point by an action in which the effects are determined by the state of a variable representing the observation resulting from the previous action.
an interval. This example models a patient initially presenting with asystole and treated with atropine and CPR. A query as to whether or not a cerebral blood flow state of present ever exists between times 1 and 5 reveals a probability of 0.51 that it will exist at some point and 0.49 that it will never exist during the interval.

The network generated for the first problem above (Fig. 2) is much smaller than that generated for the second problem (Fig. 3). Furthermore, the presence of loops in the network for the second problem makes its evaluation much more time consuming than the evaluation of the simple linear chain network for the first problem. BNG generates only that portion of the network which is relevant to computing the given probabilistic query. In this domain, BNG generates networks ranging in size from 7 to 28 nodes, depending on the particular query at time 6. If one wanted to use a stored, general network to answer all such queries, we would need a node for each random variable at every time point, in addition to nodes representing the choices of medication and other intervention. Such a network, containing 42 nodes, is shown in Fig. 4.

The difference in the sizes of the networks in Figs 3 and 4 is due strictly to the use of context, since no pruning of the network in Fig. 3 takes place. As can be seen from this example, the use of context constraints reduces the size of constructed models, and thus computation time, by selecting a specific probabilistic relation from a set of possible relations. Thus probabilistic information irrelevant to a particular problem can be ignored. In the above examples, context was used to determine the probabilistic relation between current and previous heart rhythm but did not affect the network structure. Context can affect structure when the set of influences on a variable changes with the context. The difference in the sizes of the networks in Figs 2 and 4 is due to both context and pruning of irrelevant nodes.

In general, the use of context provides significant computational savings when the number of influences on some random variables is large and can be selected by context. Pruning provides significant savings when a model covers a large and diverse domain, so that only a small portion of it is relevant to a given inference problem. For example, a model might encompass tens of diseases and hundreds of symptoms. If we are interested in determining the probability of one disease given a few symptoms, only a small portion of the model may be relevant. The above examples are intended to provide a qualitative sense for the effects of context and pruning. An empirical evaluation is provided in section 8.

While the capabilities provided by a system like BNG are appealing, for it to be an acceptable computational tool we must show that it performs computations correctly. In order to do this, several formal issues need to be addressed. First, since the user of such a system encodes his information in the language of the knowledge base, that language must be provided with a precise semantics. This semantics is also necessary in order to prove the correctness of model construction system. In order to be correct, the probabilities inferred

---

**Fig. 4. General temporal Bayesian network for all queries up to time 6.**
using the constructed networks must be identical to those entailed by the information in the knowledge base. We address these issues by presenting a formal syntax and semantics for the knowledge base representation language; formally specifying the network construction algorithm; and proving the algorithm correct.

4. THE REPRESENTATION LANGUAGE

There are two disjoint types of predicates: context and probabilistic predicates. Some predicates are timed predicates. A timed predicate always has one attribute indicating the time the associated event or relationship denoted by the predicate occurs. We model only discrete time points and throughout the paper we represent the set of time points by the set of integers. If \( t \) is a time point, \( t + 5 \) denotes the fifth time point after \( t \). If \( A \) is a ground timed atom and the time attribute is \( t \), we say \( A \) happens at time \( t \).

Context predicates (c-predicates) have value true or false and are deterministic. They are used to describe the context the agent is in and to eliminate unnecessary or inappropriate probabilistic information from consideration by the agent. An atom formed from a context predicate is called a context atom (c-atom). A context literal (c-literal) is either a c-atom or the negation of a c-atom. A context base is a normal logic program \([9]\), which is a set of universally quantified sentences of the form \( C_0 \leftarrow L_1, L_2, \ldots, L_n \), where \( n \) is a nonnegative integer, \( \leftarrow \) stands for implication, comma for logical conjunction, \( C_0 \) for a c-atom, and \( L_1, L_2, \ldots, L_n \), \( 1 \leq i \leq n \), for c-literals.

Each probabilistic predicate (p-predicate) represents a class of similar random variables. P-predicates appear in probabilistic sentences and are the focus of probabilistic inference processes. An atom formed from a probabilistic predicate is called a probabilistic atom (p-atom). Queries and evidence are expressed as p-atoms. In the probability models we consider, each random variable can assume a value from a finite set and in each possible realization of the world, that variable can have one and only one value. We capture this property by requiring that each p-predicate has at least one attribute. The last attribute of a p-predicate represents the value of the corresponding random variable. For example, the variable rhythm of a person can have value nsr, vf, vt, af, svt, b, or a and can be represented by a two-position predicate, the first position indicating which person and the second indicating that person’s type of cardiac rhythm. Associated with each p-predicate \( p \) must be a statement of the form \( \text{VAL}(p) = \{ v_1, \ldots, v_n \} \), where \( v_1, \ldots, v_n \) are constants. Let \( A = p(t_1, \ldots, t_m) \) be a p-atom, we use \( \text{obj}(A) \) to designate the tuple \( \{ p, t_1, \ldots, t_m, v_1, \ldots, v_n \} \) and \( \text{VAL}(A) \) to designate \( A \). So if \( A \) is a ground p-atom then \( \text{obj}(A) \) represents a concrete random variable or object in the model and \( \text{VAL}(A) \) is its value. We also define \( \text{Ext}(A) \), the extension of \( A \), to be the set \( \{ p(t_1, \ldots, t_m, v) | 1 \leq i \leq n \} \). If \( A \) is an atom of predicate \( p \) then \( \text{VAL}(A) \) means \( \text{VAL}(p) \). We assume that p-predicates are typed, so that each attribute of a p-predicate is assigned values in some well-defined domain. We denote the set of all such predicate declarations in a knowledge base by \( PD \).

Let \( A \) be a (p- or c-) atom. We define \( \text{ground}(A) \) to be the set of all ground instances of \( A \), i.e. the atoms obtained by substituting the variables in \( A \) by constants. If \( E \) is a set of atoms then \( \text{ground}(E) \) is defined as \( \bigcup \{ \text{ground}(A) \} \). We assume mutual exclusivity and exhaustivity: for each ground p-atom \( A \) and in each possible world, one and only one element in \( \text{Ext}(A) \) is true. A set of ground p-atoms \( \{ A_i | 1 \leq i \leq n \} \) is called coherent if \( \forall i,j (1 \leq i,j \leq n) \) : \( \text{obj}(A_i) = \text{obj}(A_j) \rightarrow \text{val}(A_i) = \text{val}(A_j) \).

A p-sentence has the form \( \text{Pr}(A_1 \land A_1, \ldots, A_n) = \alpha) \rightarrow L_1, \ldots, L_m \), where \( n \geq 0, m \geq 0, 0 \leq \alpha \leq 1 \), \( A_1, \ldots, A_n \) are p-atoms, and \( L_1, \ldots, L_m \) are context literals. The sentence can have free variables and each free variable is universally quantified over the entire scope of the sentence. The above sentence is called context-free if \( m = 0 \). If \( S \) is the above p-sentence, we define \( \text{context}(S) \) to be the conjunction \( L_1, \ldots, L_m \), \( \text{prob}(S) \) to be the probabilistic statement \( \text{Pr}(A_1 \land A_1, \ldots, A_n) = \alpha) \), \( \text{ante}(S) \) to be the conjunction \( A_1 \land \ldots \land A_n \), and \( \text{cons}(S) \) to be \( A_0 \). Sometimes, we use \( \text{ante}(S) \) as the set of conjuncts and call \( \text{cons}(S) \) the consequent of \( S \). A probabilistic base (PB) of a knowledge base is a finite set of p-sentences.

A PB will typically not be a complete specification of a probability distribution over the random variables represented by the p-atoms. One type of information which may be
lacking is the specification of the probability of a variable given combinations of values of two or more variables which influence it. For real-world applications, this type of information can be difficult to obtain. For example, for two diseases $D_1$ and $D_2$ and a symptom $S$ we may know $Pr(S|D_1)$ and $Pr(S|D_2)$ but not $Pr(S|D_1, D_2)$. Combining rules such as noisy-OR and noisy-AND [10] are commonly used to construct such combined influences. For example, the basic assumption of noisy-OR is the two causes $D_1$ and $D_2$ of $S$ are independent. Let $q_i$, $i=1, 2$, be the probability that $D_i$ fails to cause the symptom $S$. Then, the probability that $D_1$ and $D_2$ both fail to cause $S$ is $q_1 \times q_2$. Hence, we need only two numbers $q_1$ and $q_2$ to specify the probability that $S$ occurs under any possible states of $D_1$ and $D_2$. Noisy-OR has been shown useful for knowledge acquisition and efficient inference in medical and other applications. Several extensions have been proposed for more complex situations, e.g. generalized noisy-OR [11].

To incorporate the most general combining rules available, we define a combining rule as any algorithm that

1. takes as input a set of ground p-sentences that have the same consequent \{ $Pr(A_0|A_1, \ldots, A_m)$ where $m$ is a non-negative integer or infinity, and
2. produces as output a set of ground p-sentences $OS=\{Pr(A_0|B_1, \ldots, B_n)\}_{i\leq h}$, $h$ and $k_i$ are some non-negative finite integers\} such that:
   2.1) the antecedent of each p-sentence in $OS$ is a coherent set,
   2.2) if $S_1$ and $S_2$ are two different p-sentences in $OS$ then $\text{ante}(S_1) \cup \text{ante}(S_2)$ is not coherent, and
   2.3) if $B$ appears in the antecedent of a p-sentence in $OS$ then

\[
\text{obj}(B) = \bigcup_{i=1}^{n} \text{obj}(A_i), \ldots, \text{obj}(A_n)
\]

and

3. the output set is empty if and only if the input set is empty.

Condition (2.2) enforces the constraint that at most one antecedent is true in any possible world. As a result, in each possible world there is at most one statement about the direct influences on the consequent $A_0$. Condition (2.3) is natural: we do not want to introduce new random variables.

We assume that for each p-predicate $p$, there exists a corresponding combining rule in CR, the combining rules component of the KB. Each combining rule is applied only once for any given predicate. The combining rules are specified by the designer of a knowledge base and they reflect his conception of the interaction between direct influences of the same variable.

A knowledge base (KB) consists of predicate descriptions, a probabilistic base, a context base, and a set of combining rules. We write $KB=(PD, PB, CB, CR)$. Figure 5 shows a possible knowledge base for representing the cardiac arrest example introduced in the previous section.

We have the following p-predicates: rhythm, cbf, poa, and cd. The statement $\text{rhythm}(X: Person, V)$ says that the first argument is a value in the domain $Person$, which is the set of all persons and $V$ can take one value in the set \{nsr, vf, vt, af, svt, 6, a\}. So $\text{rhythm}(john, t, nsr)$ means the random variable \text{cardiac rhythm of John at time t}, indicated in the language by $\text{val}(\text{rhythm}(john, t, nsr))=\text{nsr}$. Similar interpretations apply to other statements in PD.

$PB$ contains the p-sentences. Due to space limitations, we show only a sample of the sentences. We have sentences specifying prior probabilities at time 0, assuming a patient in a state of cardiac arrest. We also have four sets of sentences, each specifying how the value of one of the random variables rhythm, cbf, poa, cd is influenced by the values of the other random variables. The four sets of sentences are shown diagrammatically in Fig. 1.

$CB$ defines the relationships among context information. The clause $NO\_INTER(X, t) \leftarrow \text{DFIB}(X, t), \text{CPR}(X, t)$ allows us to imply that no intervention is being employed at a particular time if no intervention is specified. The negation in the antecedent encodes a non-monotonic deduction by negation as failure.
Finally, generalized noisy-OR is used as the combining rule.

5. SEMANTICS

It can be difficult for a user to guarantee global consistency of a large probabilistic knowledge base, especially when we allow context-dependent specifications. We define our semantics so that we need consider only that portion of a knowledge base relevant to a given problem. Thus if part of the knowledge base is inconsistent, this will not affect reasoning in all contexts. We define the semantics relative to an inference session, characterized by a set of evidence and a set of context, information.

**Definition 1** A set of context information $C$ is any set of $c$-atoms. A set of evidence $E$ is

$$PD = \{\text{rhythm}(X : Person, t : \text{time}, V), \text{VAL(rhythm)} = \{\text{nsr, vf, vt, af, svt, b, a}\};$$
$$\text{cbf}(X : Person, t : \text{time}, V), \text{VAL(cbf)} = \{\text{present, absent}\};$$
$$\text{poa}(X : Person, t : \text{time}, V), \text{VAL(poa)} = \{\text{none, 1min, 2min, 3min, 4min, sustain, sustained}\};$$
$$\text{cd}(X : Person, t : \text{time}, V), \text{VAL(cd)} = \{\text{none, mild, moderate, severe}\};\}$$

$$PB = \{Pr(\text{rhythm}(X, 0, \text{nsr})) = 0.001, Pr(\text{rhythm}(X, 0, \text{vf})) = 0.74, \cdots$$
$$Pr(\text{poa}(X, 0, \text{none})) = 0.99, Pr(\text{poa}(X, 0, \text{1min})) = 0.005, \cdots$$
$$Pr(\text{cd}(X, 0, \text{none})) = 0.99, Pr(\text{cd}(X, 0, \text{mild})) = 0.005, \cdots$$
$$Pr(\text{cbf}(X, 0, \text{present})) = 0.99, Pr(\text{cbf}(X, 0, \text{absent})) = 0.01$$
$$Pr(\text{rhythm}(X, t, \text{nsr})|\text{rhythm}(X, t-1, \text{nsr})) = 0.95 \leftarrow \text{NO.INTER}(X, t-1), \text{EPI}(X, t-1)$$
$$Pr(\text{rhythm}(X, t, \text{nsr})|\text{rhythm}(X, t-1, \text{vf})) = 0.9 \leftarrow \text{NO.INTER}(X, t-1), \text{EPI}(X, t-1)$$
$$\cdots$$
$$Pr(\text{rhythm}(X, t, \text{vf})|\text{rhythm}(X, t-1, \text{af})) = 0.35 \leftarrow \text{DFIB}(X, t-1), \text{ATRO}(X, t-1)$$
$$\cdots$$
$$Pr(\text{cbf}(X, t, \text{present})|\text{rhythm}(X, t, \text{nsr})) = 1.0$$
$$Pr(\text{cbf}(X, t, \text{absent})|\text{rhythm}(X, t, \text{nsr})) = 0$$
$$Pr(\text{cbf}(X, t, \text{present})|\text{rhythm}(X, t, \text{vf})) = 0$$
$$Pr(\text{cbf}(X, t, \text{absent})|\text{rhythm}(X, t, \text{vf})) = 1.0$$
$$\cdots$$
$$Pr(\text{poa}(X, t, \text{3min})|\text{cbf}(X, t-1, \text{present}), \text{poa}(X, t, \text{2min})) = 0$$
$$Pr(\text{poa}(X, t, \text{3min})|\text{cbf}(X, t-1, \text{absent}), \text{poa}(X, t, \text{1min})) = 0$$
$$Pr(\text{poa}(X, t, \text{3min})|\text{cbf}(X, t-1, \text{absent}), \text{poa}(X, t, \text{2min})) = 1.0$$
$$\cdots$$
$$Pr(\text{cd}(X, t, \text{mild})|\text{poa}(X, t, \text{3min}), \text{cd}(X, t-1, \text{mild})) = 0$$
$$Pr(\text{cd}(X, t, \text{mild})|\text{poa}(X, t, \text{3min}), \text{cd}(X, t-1, \text{severe})) = 0$$
$$Pr(\text{cd}(X, t, \text{mild})|\text{poa}(X, t, \text{sustained}), \text{cd}(X, t-1, \text{mild})) = .98$$
$$Pr(\text{cd}(X, t, \text{mild})|\text{poa}(X, t, \text{sustained}), \text{cd}(X, t-1, \text{mild})) = .02$$
$$\cdots$$

$$\text{CB} = \{\text{NO.INTER}(X, t) \leftarrow \neg \text{DFIB}(X, t), \neg \text{CPR}(X, t)$$
$$\text{NO.MED}(X, t) \leftarrow \neg \text{LIDO}(X, t), \neg \text{ATRO}(X, t), \neg \text{EPI}(X, t)\}$$

$$CR = \{\text{Generalized - Noisy - OR}\}$$

Fig. 5. Knowledge base for the cardiac arrest domain.
simply a set of p-atoms. We always assume that ground(E) is coherent.

An inference session will be concerned with determining the posterior probability of some p-atoms Q given E, within context C. Figure 6 shows how the semantics of a KB is determined. We assume that a KB is given. In each inference session, the context C is used in conjunction with the context base CB to derive from PB a set of p-sentences which are relevant. The combining rules are used to combine each group of p-sentences which have the same random variable in their consequents. The result set of p-sentences is called the Combined Relevant Probabilistic Base (CRPB). In order to evaluate the posterior probability of Q given E, we construct a Bayesian network from the CRPB and apply a conventional propagation algorithm.

5.1. The relevant knowledge base

In a particular inference session, only a portion of the KB is relevant. The relevant part of KB is determined by the given context information and the set of evidence. The first thing we need to determine is the set of relevant random variables. This set is represented by the set of relevant p-atoms. The set of relevant p-atoms (RAS) is the set of evidence, the set of atoms whose marginal probability is directly stated, and the set of atoms influenced by these two sets, as indexed by the context information. In constructing the set of relevant p-atoms, we consider only the qualitative dependencies described by probabilistic sentences. If (Pr(A|A1, ..., An) = a) → L1, ..., Ln is a ground instance of a sentence in PB and L1, ..., Ln can be deduced from the logic program [9] C U CB and A1, ..., An are relevant then it is natural to consider A as relevant.

Informally, the Relevant Probabilistic Base (RPB) is determined in the following way. If (Pr(A|A1, ..., An) = a) → L1, ..., Ln is a ground instance of a sentence in PB, L1, ..., Ln can be deduced from the logic program C U CB and A1, ..., An are relevant then Pr(A|A1, ..., An) = a is a relevant p-sentence. RPB is the set of all such sentences. Formal definitions of RAS and RPB are presented in the Appendix.

The RPB contains the basic relationships between p-atoms in RAS. In the case of multiple influences represented by multiple sentences, we need combining rules to construct the combined probabilistic influence.

Definition 2 Given a set of evidence E, a set of context information C, and a KB: the set of combined relevant p-sentences (CRPB) is constructed by applying the corresponding
Combining rule to each maximal set of sentences \( \{ S_1, \ldots, S_n \} \) in RPB for which the elements have the same consequent.

**Example 3** Consider our example KB and suppose we have the evidence \( \{ \text{rhythm}(\text{john}, 0, \text{vf}), \text{poa}(\text{john}, 0, \text{none}), \text{cd}(\text{john}, 0, \text{none}), \text{cbf}(\text{john}, 0, \text{present}) \} \) and the context \( \{ \text{EPI}(\text{john}, 0), \text{DFIB}(\text{john}, 2) \} \). The RAS and RPB are shown in Fig. 7.

We define a syntactic property of CRPB which is necessary in constructing Bayesian networks from the KB.

**Definition 4** A CRPB is completely quantified if

1. for all ground atoms \( A_0 \) in RAS, there exists at least one sentence in CRPB with \( A_0 \) in the consequent; and
2. for all ground sentences \( S \) of the form \( \text{Pr}(A_0 \mid A_p, \ldots, A_n) = \alpha \) in CRPB we have the following property: For all \( i = 0, \ldots, n \), if \( A_i \) is \( p(t, v) \), where \( t \) is a list of ground terms and \( v' \) is a value in \( \text{VAL}(p) \) such that \( v \neq v' \), then there exists another ground sentence \( S' \) in CRPB such that \( S' \) can be constructed from \( S \) by replacing \( A_i \) by \( p(t, v') \) and \( \alpha \) by some \( \alpha' \).

If we think of each ground \( \text{obj}(A) \), where \( A \) is some \( p \)-atom, as representing a random

\[
\begin{align*}
\text{RAS} &= \{ \text{rhythm}(\text{john}, 0, \text{nsr}), \text{rhythm}(\text{john}, 0, \text{vf}), \text{rhythm}(\text{john}, 0, \text{nt}) \ldots \\
    & \quad \text{rhythm}(\text{john}, 1, \text{nsr}), \text{rhythm}(\text{john}, 1, \text{vf}), \text{rhythm}(\text{john}, 2, \text{nt}) \ldots \\
    & \quad \text{cbf}(\text{john}, 0, \text{present}), \text{cbf}(\text{john}, 0, \text{absent}) \\
    & \quad \text{cbf}(\text{john}, 1, \text{present}), \text{cbf}(\text{john}, 1, \text{absent}) \ldots \\
    & \quad \text{poa}(\text{john}, 0, \text{none}), \text{poa}(\text{john}, 0, \text{1min}), \text{poa}(\text{john}, 0, \text{2min}) \ldots \\
    & \quad \text{cd}(\text{john}, 0, \text{none}), \text{cd}(\text{john}, 0, \text{mild}), \text{cd}(\text{john}, 0, \text{moderate}) \ldots \\
    & \ldots \}
\end{align*}
\]

\[
\begin{align*}
\text{RPB} &= \{ \text{Pr}(\text{rhythm}(\text{john}, 0, \text{nsr}) = 0.001, \text{Pr}(\text{rhythm}(\text{john}, 0, \text{vf}) = 0.74, \ldots \\
    \text{Pr}(\text{poa}(\text{john}, 0, \text{none}) = 0.09, \text{Pr}(\text{poa}(\text{john}, 0, \text{1min}) = 0.005, \ldots \\
    \text{Pr}(\text{cd}(\text{john}, 0, \text{none}) = 0.03, \text{Pr}(\text{cd}(\text{john}, 0, \text{mild}) = 0.005, \ldots \\
    \text{Pr}(\text{cbf}(\text{john}, 0, \text{present}) = 0.99, \text{Pr}(\text{cbf}(\text{john}, 0, \text{absent}) = 0.01, \ldots \\
    \ldots \\
    \text{Pr}(\text{rhythm}(\text{john}, 1, \text{nsr}) \mid \text{rhythm}(\text{john}, 0, \text{nsr})) = 0.05 \\
    \text{Pr}(\text{rhythm}(\text{john}, 1, \text{nsr}) \mid \text{rhythm}(\text{john}, 0, \text{vf})) = 0.01 \\
    \text{Pr}(\text{rhythm}(\text{john}, 1, \text{nsr}) \mid \text{rhythm}(\text{john}, 0, \text{nt})) = 0.01 \\
    \text{Pr}(\text{rhythm}(\text{john}, 1, \text{nsr}) \mid \text{rhythm}(\text{john}, 0, \text{vf})) = 0.01 \ldots \\
    \ldots \\
    \text{Pr}(\text{rhythm}(\text{john}, 0, \text{nsr}) \mid \text{rhythm}(\text{john}, 1, \text{nsr})) = 0.10 \\
    \ldots \\
    \text{Pr}(\text{poa}(\text{john}, 1, \text{3min}) \mid \text{cbf}(\text{john}, 0, \text{present}), \text{poa}(\text{john}, 0, \text{2min})) = 0.0 \\
    \text{Pr}(\text{poa}(\text{john}, 1, \text{3min}) \mid \text{cbf}(\text{john}, 0, \text{absent}), \text{poa}(\text{john}, 0, \text{2min})) = 1.0 \\
    \ldots \\
    \text{Pr}(\text{cd}(\text{john}, 0, \text{mild}) \mid \text{poa}(\text{john}, 2, \text{sustained}), \text{cd}(\text{john}, 1, \text{mild}) = 0 \\
    \text{Pr}(\text{cd}(\text{john}, 0, \text{mild}) \mid \text{poa}(\text{john}, 2, \text{sustained}), \text{cd}(\text{john}, 1, \text{mild}) = 0.08 \\
    \text{Pr}(\text{cd}(\text{john}, 2, \text{moderate}) \mid \text{poa}(\text{john}, 2, \text{sustained}), \text{cd}(\text{john}, 1, \text{mild}) = 0.02 \\
    \ldots \}
\end{align*}
\]

Fig. 7. RAS and RPB for the cardiac arrest problem, given particular context and evidence.
variable in a Bayesian network model then the above condition implies that we can construct a link matrix for each random variable in the model. This is a generalization of constraint (C1) in [12]. We do not require the existence of link matrix for every random variable, but only for the random variables that are relevant to an inference problem.

5.2. Probabilistic independence assumption

Besides the probabilistic quantities given in a PB, we assume some probabilistic independence relationships specified by the structure of p-sentences. Probabilistic independence assumptions are used in all related work [12-14] as the main device to construct a probability distribution from local conditional probabilities. Unlike Poole [14], who assumes independence on the set of consistent assumable atoms, we formulate the independence assumption in our framework by using the structure of the sentences in CRPB. We find this approach more natural since the structure of the CRPB tends to reflect the causal structure of the domain and independencies are naturally thought of causally.

Definition 5 Given a set of ground context-free probabilistic sentences, let A and B be two p atoms. We say A is influenced by B if (1) there exists a sentence S, an atom A' in Ext(A) and an atom B' in Ext(B) such that A' = cons(S) and B' e ant(S) or (2) there exists another p-atom C such that A is influenced by C and C is influenced by B.

Assumption 1 Given a set of evidence E, a set of context information C and a KB, we can construct CRPB. We assume that if Pr(A_0|A_1,...,A_n) = \alpha is in CRPB then for all ground p-atoms B which are not in Ext(A_0) and not influenced by A_0, A_0 and B are probabilistically independent given A_1,...,A_n.

This assumption is more intuitive and probably easier to check (for knowledge base builders) than the d-separation assumption in [12]. It is well known that these two ways of stating probabilistic independence assumptions are equivalent for finite Bayesian networks [10].

Example 6 Continuing the cardiac arrest example, rhythm(john, 1, vf) is probabilistically independent of rhythm(john, 3, vf) given rhythm(john, 2, nsr).

5.3. Model theory

The RAS contains all relevant atoms for an inference session. We assume that in such a concrete situation, the belief of an agent can be formulated in terms of possible models on RAS.

Definition 7 Given a set of evidence E, a set of context information C and a KB, a possible model M of the corresponding CRPB is a set of atoms in RAS such that for all A in RAS, Ext(A) \cap M has one and only one element.

A probability distribution on the possible models is realized by a probability density assignment to each model. Let Pr be a probability distribution on the possible models, we define Pr(A_1,...,A_n), where A_1,...,A_n are atoms in RAS, as \Sigma{Pr(w)lw is a possible model containing A_1,...,A_n}. We take a sentence of the form Pr(A_0|A_1,...,A_n) = \alpha as shorthand for Pr(A_0,A_1,...,A_n) = \alpha \times Pr(A_1,...,A_n), so that probabilities conditioned on zero are not problematic. We say Pr satisfies a sentence Pr(A_0|A_1,...,A_n) = \alpha if Pr(A_0,A_1,...,A_n) = \alpha \times Pr(A_1,...,A_n) and Pr satisfies CRPB if it satisfies every sentence in CRPB.

Definition 8 A probability distribution induced by the set of evidence E, the set of context information C, and KB is a probability distribution on possible models of CRPB satisfying CRPB and the independence assumption implied by CRPB.

We define the consistency property only on the relevant part of a KB. Since the entire KB contains information about various contexts, testing for consistency of such a KB may be very difficult.

Definition 9 A completely quantified CRPB is consistent if

1. there is no atom in RAS which is influenced by itself;
2. if Pr(A_0|A_1,...,A_n) = \alpha is in CRPB then Pr(A_0|A_1,...,A_n) = \alpha' is not in CRPB, for any \alpha' \neq \alpha; and
3. for all Pr(A_0|A_1,...,A_n) = \alpha in CRPB, \Sigma{\alpha|Pr(A_0'|A_1,...,A_n)} = \alpha_i \in CRPB and
Efficient temporal probabilistic reasoning

\[ \text{obj}(A_0) = \text{obj}(A_0) = 1. \]

Condition (1) rules out cycles and condition (3) enforces the usual probability assignment constraint.

A possible model in temporal frameworks corresponds to a world history [15]. The set of world histories is infinite. In practice, particularly for plan projection problems, we typically consider only events occurring over finite periods. We assume that for each temporal reasoning problem there exist two integers \( \ell, \tau \) such that things occurring outside \([\ell, \tau]\) are not of our concern. Hence, any timed atom in \( E \) or \( C \) or any timed atom whose prior probability is given in \( PB \) is at a time in the interval \([\ell, \tau]\).

In the following three definitions, we redefine the concepts of RAS, RPB, CRPB, possible model and induced probability distribution with respect to a given time interval \([\ell, \tau]\).

**Definition 10** Given two integers \( \ell, \tau \), a set of evidence \( E \), a set of context information \( C \) and a KB, the \((\ell, \tau)\)-bounded RAS, denoted by \((\ell, \tau)\)-RAS is the set \([A : A \in \text{RAS}\) and if \( A \) is timed then \( A \) happens at \( t, \ell \leq t \leq \tau \). The \((\ell, \tau)\)-RPB and \((\ell, \tau)\)-CRPB are confined versions of RPB and CRPB, correspondingly, on \((\ell, \tau)\)-RAS.

**Definition 11** Given two integers \( \ell, \tau \), a set of evidence \( E \), a set of context information \( C \) and a KB, a possible \((\ell, \tau)\)-model \( M \) of the corresponding CRPB is a set of atoms in \((\ell, \tau)\)-RAS such that for all \( A \) in \((\ell, \tau)\)-RAS, \( \text{Ext}(A) \cap M \) has one and only one element.

**Definition 12** Given two integers \( \ell, \tau \), a \((\ell, \tau)\)-bound induced by the set of evidence \( E \), the set of context information \( C \), and KB is a probability distribution on possible \((\ell, \tau)\)-models of CRPB satisfying \((\ell, \tau)\)-CRPB and the independence assumption implied by \((\ell, \tau)\)-CRPB.

The following theorem states the conditions under which a KB specifies a well-defined probability distribution.

**Theorem 13** Given two integers \( \ell, \tau \), a set of evidence \( E \), a set of context information \( C \), and a KB, if the \((\ell, \tau)\)-RAS is finite and the \((\ell, \tau)\)-CRPB is completely quantified and consistent then there exists one and only one \((\ell, \tau)\)-bound induced probability distribution.

### 5.4. Queries

In one inference session, we can pose queries to ask for the posterior probabilities of some random variables.

**Definition 14** A complete ground query wrt the set of evidence \( E \) and the set of context information \( C \) is a query of the form \( \text{Pr}(Q) = ? \), where the last attribute of \( Q \) is a variable and it is the only variable in \( Q \). The meaning of such a query is: find the posterior probability distribution of \( \text{obj}(Q) \). If \( \text{VAL}(Q) = [v_1, ..., v_n] \) then the answer to such a query is a vector \((\alpha_1, ..., \alpha_n)\), where \( \alpha_i \) is the posterior probability that \( \text{obj}(Q) \) receives the value \( v_i \).

A complete query is a query of the form \( \text{Pr}(Q) = ? \), where the last attribute of \( Q \) is a variable and the other attributes may also contain variables.

**Example 15** We can pose the complete ground query \( \text{Pr}(\text{rhythm}(\text{john}, 3, V)) = ? \) to the example KB to ask for the posterior probability of John's cardiac rhythm at time 3.

To determine the correctness of the answers returned by a query-answering procedure, we need the concept of the true consequence of a KB.

**Definition 16** Assume a set of evidence \( E \), a set of context information \( C \), a KB, and a complete ground query \( \text{Pr}(Q) = ? \), where \( \text{VAL}(Q) = [v_1, ..., v_n] \) we say \( \text{Pr}(Q) = (\alpha_1, ..., \alpha_n) \) is a logical consequence of \((E, C, KB)\) if for all probability distributions \( \text{Pr}^* \) \((\ell, \tau)\)-bound induced by \( E, C \), and KB and for all \( i (0 \leq i \leq n) \): \( \text{Pr}^*([M]Q, \text{and} \; \text{ground}(E) \; \text{are} \; \text{true in} \; M) = \alpha_i \times \text{Pr}^*([M]Q, \text{and} \; \text{ground}(E) \; \text{are} \; \text{true in} \; M) \), where \( Q \) is \( Q \) after replacing \( \text{val}(Q) \) by \( v_i \) and \( M \) is an arbitrary possible \((\ell, \tau)\)-model.

**Example 17** Suppose we have the query \( Q = \text{rhythm}(\text{john}, 3, V) \). There are an infinite
number of induced probability distributions but in all of them \( Pr(rhythm(john, 3, nsr)) = 0.41, Pr(rhythm(john, 3, vf) = 0.09, \) and \( Pr(rhythm(john, 3, vt) = 0.04. \) (See the first example in Section 3.2.) So they are logical consequences of CRPB.

In order to prove that the answers returned by our query answering procedure are correct, we need the following definition.

**Definition 18** Assume a set of evidence \( E \), a set of context information \( C \), a KB, and a complete ground query \( Pr(Q) = ? \) are given. Then \( Pr(Q) = (\alpha_1, ..., \alpha_n) \) is a correct answer to the complete ground query \( Pr(Q) = ? \) if \( Pr(Q) = (\alpha_1, ..., \alpha_n) \) is a logical consequence of \( (E, C, KB) \).

If \( Pr(Q) = ? \) is a complete query then \( Pr(Q') = (\alpha_1, ..., \alpha_n) \) is a correct answer to the complete query \( Pr(Q) = ? \) if \( Q' \) is formed from a ground instance of \( Q \) by substituting its last attribute by a new variable name and \( Pr(Q') = (\alpha_1, ..., \alpha_n) \) is a correct answer to the complete ground query \( Pr(Q') = ? \).

6. QUERY ANSWERING PROCEDURE

In this section we present an algorithm for answering a complete query. Assume that we are given \( (Pr(Q) = ?, E, C, KB) \), where \( Pr(Q) = ? \) is a complete query. We call the query answering procedure \( Q \)-procedure.

\( Q \)-procedure has the following steps: build the necessary portion of the Bayesian network, each node of which corresponds to an \( obj(A) \), where \( A \) is a ground p-atom in RAS: update the network using the set of evidence \( E \); and output the updated belief of the query nodes. The main idea of the algorithm is to build a supporting network for each random variable corresponding to a ground instance of an evidence atom or the query. Let \( A \) be a ground p-atom and consider the set of all ground p-atoms \( B \) such that \( A \) is influenced by \( B \) in CRPB. The supporting network for \( obj(A) \) is a Bayesian network consisting of \( obj(A) \) and the set of all \( obj(B) \), with the relevant influenced by relationships presented as links or sequences of links.

Constructing the network by building supporting networks is justified by the fact that atoms which do not influence either the evidence or the query are irrelevant. To build the supporting networks for the evidence, we first generate the set of all ground instances of the evidence p-atoms. Then for each ground instance, we build the supporting network using PB, the set of ground instances of the evidence which have not been explored, and the current network.

The supporting networks are constructed via cells BUILD-NET, which receives as input an atom whose supporting network needs to be explored. It updates the NET, which might have been partially built. The return value of the function is a set of substitutions such that for each substitution there exists a supporting network for the ground instance of the atom corresponding to the substitution. Details of BUILD-NET are given in the Appendix.

In \( Q \)-procedure, we only construct the supporting networks, not the entire network for CRPB. We can show this portion of the network is enough for evaluating the given query.

**Definition 19** A PB is called acyclic if there is a mapping \( P_{ord}() \) from the set of ground instances of p-atoms into the set of natural numbers such that (1) For any ground instance \( (Pr(A_1, ..., A_n) = \alpha_1, ..., \alpha_n) \), \( i \leq i \leq n \), \( \forall i \leq i \leq n \). (2) For any ground p-atom \( A \), \( P_{ord}(A) = P_{ord}(A') \), \( \forall A' \in \text{Ext}(A) \).

**Theorem 20** (Soundness and completeness.) Assume a set of evidence \( E \), a set of context information \( C \), and a KB are given. Also assume that a complete query \( Pr(Q) = ? \), where \( Q \) is at a constant time \( t, i \leq i \leq \tau \) is given. If (1) the domains (except time) are finite, (2) \( (, \tau) \)-CRPB is completely quantified and consistent, (3) the proof procedure for \( C \cup CB \) always stops after a finite amount of time and is sound and complete wrt any context query generated by \( Q \)-procedure, and (4) PB is acyclic then (1) \( Q \)-procedure is sound: the returned answers are correct; (2) \( Q \)-procedure is complete: every ground instance of \( Q \) which has an answer is returned.

A proof procedure satisfying the condition (3) of theorem 20 exists for a large class of logic programs, which has been studied extensively by researchers in logic programming.
We need the following definition.

**Definition 21** A CB is called acyclic if there is a mapping \( C_{ord} \) from the set of ground instances of \( c \)-atoms into the set of natural numbers such that for any ground instance \( A \leftrightarrow L_1, \ldots, L_n \) of some clause in CB, \( C_{ord}(A) > C_{ord}(L_i), \forall i: 1 \leq i \leq n \), where we extend \( C_{ord} \) by \( C_{ord}(-A) = C_{ord}(A) \), for any \( c \)-atom \( A \).

A KB is acyclic if both PB and CB are acyclic.

Our cardiac domain is an acyclic KB. The expressiveness of acyclic normal programs is demonstrated in [16]. We hope that acyclic PBs also have an equivalent importance. To the best of our knowledge, PBs with loops are considered problematic and all PBs considered in the literature are acyclic. We need a syntactic criterion called *allowedness* [9].

**Theorem 22** Assume a set of evidence \( E \), a set of context information \( C \), and a KB are given. Also assume that a complete query \( \Pr(Q) = \gamma \), where \( Q \) is at a constant time \( t \), is given. If (1) the domains (except time) are finite, (2) KB is acyclic, and (3) \((l, \tau)\)-CRPB is completely quantified and consistent: then there, is a proof procedure for \( CB \) such that \( Q \)-procedure is sound and complete wrt complete queries.

### 7. IMPLEMENTATION OF BNG

The BNG system described in section 3 is an implementation of a version of \( Q \)-procedure\(^3\). BNG is written in CommonLisp and interfaces to both the IDEAL [17] and HUGIN [18] Bayesian network inference systems. BNG differs from \( Q \)-procedure in that it performs d-separation based pruning of the constructed network to further eliminate irrelevant nodes.

The BNG system takes as input a probabilistic base (PB), a context base (CB), a set of combining rules (CR), a set of evidence atoms (E), a set of context atoms (C), and a query atom (Q) and creates a network to compute the probability of \( Q \) given \( E \) in the context \( C \). A rule in a BNG knowledge base has the general form:

- **Context**: \( C_1, \ldots, C_m \)
- **Ante**: \( A_1, \ldots, A_n \)
- **Conse**: \( A_0 \)

**Matrix**: (conditional probabilities) where the \( A_i \) are \( p \)-atoms and the \( C_i \) are \( c \)-atom literals, both of which may contain variables that are implicitly universally quantified. The link matrix contains the probabilities of all possible values of the consequent given all possible combinations of values of the antecedents. Such a rule represents a set of context-constrained probability sentences of the form

\[
\forall X \Pr(A_0|A_1, \ldots, A_n) = \alpha \leftarrow C_1, \ldots, C_m.
\]

Both the antecedent and context can be empty but the consequent must be present.

The algorithm proceeds by first generating the network and then pruning nodes d separated from the query. By simply backward chaining on the query and on the evidence atoms, the generation phase generates all relevant nodes and avoids generating barren nodes, which are nodes below the query that have no evidence nodes below them. Such nodes are irrelevant to the computation of \( \Pr(Q|E) \) [19]. During network generation we keep track of whether a node is a predecessor of an evidence node. Such nodes are called epsilon nodes. This information will be used by the pruning algorithm in determining d-separation.

The pruning phase involves traversing the generated network using a modified depth-first search originating at the query. Only those nodes reachable via an active path from the

\[^3\text{The code is available at http://www.cs.uwm.edu/faculty/haddawy.}\]
Q-PROCEDURE
BEGIN
{ Build the network that supports the evidence }
NET := {};
FOR i := 1 TO number_of_elements_in E DO
temp := BUILD_NET (the ith element Ei of E, NET);
{ Extend the network to support the ground instances of the query atom }
SUBSS := BUILD-NET (Q, NET);
IF SUBSS is empty THEN
output "UNKNOWN"
ELSE
BEGIN UPDATE(NET, E);
{ Output posterior probabilities }
FOR each θ in SUBSS
output the probability values at node obj(θ);
END
END.

Fig. 8. Query processing procedure.

query are visited and marked as reachable. Upon termination of the search, only reachable nodes are retained.

As we approach each node within the search, we examine the direction of the incident edge into that node, whether the node is marked as an epsilon node, and whether the node is an evidence node. From this information we can determine the allowed directions of outgoing edges from that node. The relations between incoming edge (link from a parent), outgoing edge (link to a child), and the type of node are shown in Fig. 9. An incoming edge is represented by a + and outgoing node is represented by a -. For example, the first entry says that if a node is an evidence node and a path enters the node along an incoming edge then it can exit the node only along another incoming edge.

8. EMPIRICAL EVALUATION

In order to provide some evaluation of the computational efficiency of the network construction approach presented in this paper, we compared inference times using BNG with those using a standard Bayesian network representation for problems in the cardiac arrest domain. Since BNG is written in Lisp, to make the comparisons fair, we used IDEAL to perform the Bayesian network inference, both with BNG and without. The Jensen algorithm was used for all Bayesian network evaluations. The algorithm first triangulates the network to produce a junction tree and then propagates probabilities on the tree. We assumed that if standard Bayesian networks were used, they would be stored as junction trees, while use of BNG requires construction of the network, followed by triangulation. All experiments were conducted using Allegro Common Lisp 4.2 on a Sun Microsystems SPARC Station 20.

We compared the use of traditional Bayesian networks with BNG by processing queries for cardiac arrest domain at times 1–6. We considered two approaches using a traditional Bayesian network to process these queries. The first approach used the single network shown in Fig. 4 that can be used to process all possible queries to time 6. The other approach stored six separate networks, one for each future time point through time 6 and accessed the smallest network necessary to process the query. So, for example, a query of rhythm at time 4 would be processed by a network that contained all nodes present in Fig. 4 up to time 4.

| + (E) + | - (E) | - (¬E) - | + (¬E ∧ ¬E) + | + (¬E ∧ ¬E) - |

Fig. 9. Traversal chart for identifying active paths.
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Figure 10 shows the execution times for the three strategies. The first used BNG to generate the networks and then used IDEAL to evaluate them. To show the range of performance for this strategy, queries were performed on both the heart rhythm and level of cerebral damage at the given future time. These span the range of queries in terms of generated network size. The running time for the strategy of using a single stored network is constant and clearly worse in all but the most extreme cases. Using a separately stored network for queries at a given future time improves performance, yet all queries at that particular future time have the same running time. This strategy's performance falls in the middle of the performance range of the strategy that uses networks generated by BNG. General networks often contain information that is not necessary for answering a given query, while BNG always produces a minimal network.

The performance of BNG is clearly worse than that of IDEAL on some queries. This is due to the additional time needed to generate and triangulate the network. BNG outperforms IDEAL on other queries due to its ability to generate and use a minimal network and thus minimize the time needed to propagate evidence through the network.

Although BNG-generated networks are not saved from query to query, they can be used for multiple computations by changing the states of the set of evidence nodes and re-propagating the evidence. This can be useful when performing sensitivity analysis. So it is informative to separate out the propagation time from the time required for generation and triangulation of the network. Figure 11 shows the propagation time for the networks used to produce the four curves in Fig. 10. Networks generated by BNG always have a lower propagation time.

In addition to interfacing to IDEAL, the BNG system can also be run using HUGIN to evaluate the generated networks. To demonstrate the efficiency of using BNG with HUGIN, we compared the running time of the BNG/IDEAL combination with that of the BNG/HUGIN combination in evaluating queries for rhythm and cerebral damage at time 6. For the rhythm query BNG/HUGIN required only 0.84 s while BNG/IDEAL required 3.16 s while BNG/HUGIN required only 1.83 s. These numbers suggest that by writing BNG in an efficient language like C and coupling it with an efficient inference system like HUGIN, the performance can be made efficient enough for use in real-time clinical settings.
9. RELATED WORK

In an earlier paper [12], we proposed a framework for constructing Bayesian networks from knowledge bases of probability logic sentences. The present work extends that framework in several significant ways. That work did not address the problem of representing context-sensitive knowledge or the representation of time. In addition, it imposed a number of constraints (C1–C4) on the language in order to guarantee that a set of ground instances of the rules in the knowledge base was isomorphic to a Bayesian network. In this work we drop these constraints, which increases the expressive power of the language but requires us to specify combining rules. Our probabilistic independence assumption is simpler than that of d-separation for a knowledge base used in [12].

Our representation language has many similarities to Breese's Alterid [13]. Alterid can represent the class of Bayesian networks and influence diagrams with discrete-valued nodes. Influence diagrams are similar to Bayesian networks but include decision and value nodes. Breese also uses a form of predicates similar to our p-predicates. Alterid also has probabilistic rules with context constraints and uses logic program clauses to express relations among the context atoms. But in contrast to our framework, Breese mixes logic program clauses with probabilistic sentences by using the logic program clauses to infer information about evidence. In contrast, we separate logic program clauses from probabilistic sentences. In our framework, pure logical dependencies between p-atoms are represented by 0 and 1 probability values, which can be less efficient than representing them with logical sentences. Breese does not provide a semantics for the knowledge base. As a result, his paper cannot prove the correctness of his query answering procedure. Breese's procedure does both backward and forward chaining. Because Q-procedure only chains backwards, we can extend the procedure for some infinite domains. In Breese's framework, a set of ground instances of rules may not represent a single network. In this case, the construction algorithm must choose between networks to generate.

Goldman and Charniak [20,21] present a language called Frai13, for representing belief networks, and outline their associated network construction algorithm. In their framework, rules, evidence, and the emerging network are all stored in a common database. They also allow additional information to be stored in a separate knowledge base. For example, for the
natural language processing applications they consider, the knowledge base can be used to store a dictionary of word meanings. The knowledge base plays a role similar to that of our context base.

Frail3 represents network dependencies by rules with variables. The rules in Frail3 differ from ours in that they contain embedded control information. Frail3 uses two operators to express network construction rules: → and ←. The → rules have the form (→ trigger consequent:prob pforms). When a statement unifying with trigger is added to the database, the bindings are applied to the consequent and the resulting statement is added to the database, along with a possible probabilistic link. The atoms within the rule with which the link is associated and the direction of the link are specified independent of the direction of rule application. The ← operator is used to incorporate information from a knowledge base and to perform network expansions conditional on the previous network contents. Its first function is similar to our notion of context constraints. The language includes numerous combining rules, such as noisy-OR. Networks are generated by a forward and backward chaining TMS type system. A rigorous semantics for the Frail3 representation language is not provided.

Nicholson and Brady [2] discuss a method of dynamically constructing temporal Bayesian networks for discreet event monitoring. They are able to control the size and complexity of the models by pruning states from nodes, arcs between nodes, or complete nodes. The resulting network may be a precise or approximate representation. They do not provide a formal semantics for their knowledge base representation language. They demonstrate the application of their system to the problem of monitoring the movement of robot vehicles and people in a simple environment.

Provan and Clark [1] present a system called DYNASTY for constructing dynamic influence diagrams. DYNASTY's model construction algorithm is similar to that of ALTERID. It takes as input a Horn-clause knowledge base and a set of observations and constructs a temporal influence diagram. DYNASTY differs from ALTERID in that the probabilistic relations and the network topology of the constructed diagram can vary with time. Furthermore, the system can construct approximate diagrams in order to trade off precision for inference time. The representation language is not provided with a formal semantics. Provan and Clark demonstrate the application of their system to the diagnosis of acute abdominal pain.

Poole [14] expresses an intention similar to ours: there has not been a mapping between logical specifications of knowledge and Bayesian network representations. He provides such a mapping using probabilistic Horn abduction theory in which knowledge is represented by Horn clauses and the independence assumption of Bayesian networks is explicitly stated. His work is developed along a different track than ours, however, by concentrating on using the theory for abduction. Our approach has several advantages over Poole's. We do not impose as many constraints on our representation language as he does. Probabilistic dependencies are simply directly represented in our language, while in Poole's language they are indirectly specified through the use of special predicates in the rules. Our probabilistic independence assumption is more intuitively appealing since it reflects the causality of the domain. Our framework is representationally richer than Poole's by allowing context-dependent specification.

Kanazawa [22] presents a continuous-time logic for expressing knowledge about time and probability. He shows how to map his logic onto time nets, which are special kinds of Bayesian networks that encode the probabilities of facts and events over time. He does not provide a model construction algorithm and does not address the issue of the size of a model produced by mapping sentences in his logic onto a time net.

Dagum et al. [23] present a synthesis of belief network models with classical time-series analysis, which they call dynamic network models. A dynamic network model consists of a set of random variables connected by synchronic and diachronic links. These links are considered to be fixed over time. In our framework the links can vary over time. The conditional probabilities are specified in parameterized form and are updated over time to account for unmodeled exogenous influences. The dynamic network model framework
emphasises updating of the actual model parameters, while our work assumes that the parameters, as specified in the knowledge base, are fixed. Model parameters in our constructed networks can change in response to varying context as a function of time.

10. DISCUSSION AND FUTURE RESEARCH

We have presented a theoretically well-founded method for constructing temporal Bayesian networks from context-constrained rules. The presence of a formal semantics for the representation language is necessary in order to prove the correctness of the network construction algorithm. Such proofs are important for the high-stakes decision making problems encountered in medicine. Our technique is capable of selecting that portion of a probability model that is relevant to a particular inference problem by using context information and by pruning the constructed network. The naturalness of the encoding of the cardiac arrest domain shows that the representation is relatively easy to use. The networks generated to solve the example problems illustrate the potential computational savings of the technique. Computational efficiency becomes a major issue as researchers attempt to model larger and more complex domains.

Our framework for temporal probabilistic reasoning is still in the preliminary stages. We are exploring extending the framework to allow infinite domains, continuous random variables, and function symbols. We are also investigating how to reason with quantified atoms, i.e. the p-sentences can have the form \( \forall Y \exists X \text{has\_cancer}(Y, X) \text{irradiated}(Y) = 0.8 \). The current framework does not have the concepts of decision and utility. We plan to investigate the representation of decision models and efficient procedures for finding optimal or good decision strategies.
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APPENDIX

A.1. Formal Definitions of RAS and RPB

We use completed logic programs proposed by Clark [9] for the semantics of the context base. Essentially, a completed logic program is formed from a logic program by adding to it: (1) some clauses so that the clauses in the original program become the only definitions of the predicates in the program; and (2) the equality theory to interpret the introduced equality predicate [9].

Let completed (CU CB) be the completed logic program with the associated equality theory [9] constructed from CU CB, then have the following definition of the set of relevant p-atoms.

**Definition 23** Given a set of evidence E, a set of context information C and a KB, the set of relevant p-atoms (RAS) is defined recursively by: (1) ground(E)CRAS; (2) if S is a ground instance of a probability sentence conforming to type constraints such that context(S) is a logical consequence of completed(CU CB) and ante(S)cRAS then cons(S) ERAS; (3) if a p-atom A is in RAS then Ext(A)CRAS; (4) RAS is the smallest set satisfying the above conditions.

The RAS is constructed in a way similar to Herbrand least models for Horn programs. Context information is used to eliminate the portion of PB which is not related to the current problem.

**Proposition 24** Given a set of evidence E, a set of context information C and a KB, RAS always exists.

**Proof** The proof is similar to that in [9] for the existence of the least Herbrand model for a Horn program. □

**Definition 25** Given a set of evidence E, a set of information C, and a KB; the set of relevant p-sentences (RPB) is constructed in the following way:

1. Let R be the set of all prob(S), such that S is a ground instance of a p-sentence in PB, context(S) is a logical consequence of completed(CUB), cons(S) ERAS, and ante(S) CRAS.
2. If A ground(E) and ¬∃S R: cons(S) Ext(A) then add to R the following set \{Pr(A) = 1\} ∪ \{Pr(A') = 0 | A' Ext(A) ∧ A A'\}.

RPB is the final set R. Condition (2) augments the knowledge base KB with new knowledge about the evidence.

A.2. Q-procedure

Q-procedure uses a form of SLD-resolution (Linear resolution with Selection function for Definite clauses) to reason on PB and SLDNF-resolution (SLD with Negation-as-Failure) to answer context queries on CU CB [9]. SLD and SLDNF are proof procedures which form the basis of the Prolog engine. The SLD-like portion of Q-procedure is more complex than SLD because it needs to collect all relevant sentences before combining rules can be used. For that purpose, Q-procedure needs to maintain a list of all ground p-sentences relevant to the current query atom. Q-procedure also calls a Bayesian network belief updating procedure. There are several available procedures for that purpose [10].

In checking for the validity of contexts, Q-procedure frequently calls the SLDNF proof
procedure which works on \( C \cup CB \) and queries provided by Q-procedure. SLDNF is sound and, for some classes of normal logic programs, complete under completed program semantics.

Figures 12 and 13 provide details of BUILD-NET and BUILD-C-NET called by Q-procedure.

A.3. Proofs

**Proof of Theorem 13** Let \( M \) be a possible \((\iota, \tau)\)-model of CRPB. We arrange the atoms in \( M \) in the order of the influenced-by relationship: If \( A_i \) is influenced by \( A_j \) in \((\iota, \tau)\)-CRPB then \( j > i \). Let \( Pr^* \) be a probability distribution induced by \((\iota, \tau)\)-CRPB. We have

\[
Pr^*(M) = Pr^*(A_{i_1} A_{i_2} A_{i_3} \ldots A_{i_n}) = Pr^*(A_{i_1 I_{i_1}} A_{i_2 I_{i_1}} \ldots A_{i_n I_{i_1}}) = \alpha \times Pr^*(A_{i_1} A_{i_2} A_{i_3} \ldots A_{i_n} I_{CM})
\]

where \( P(A_{i_1} A_{i_2} \ldots A_{i_n} I_{CM}) \) is a sentence in \((\iota, \tau)\)-CRPB with \( \{A_{i_1}, A_{i_2}, \ldots, A_{i_n}\} \subseteq M \), by the independence assumption. By using induction on the length of the sequence, we get a unique \( Pr^* \).

**Proof of Theorem 20** If SLDNF always stops then Q-procedure always stops for acyclic PBs with finite domains because in each pass of BUILD-NET the input atom is instantiated to ground and the function call to BUILD-C-NET transfers only atoms with smaller \( P_{ord} \).
BUILD-C-NET

Function BUILD-C-NET( \( A_1 \wedge \ldots \wedge A_n \): a conjunction of p-atoms; var NET: a Bayesian net; \( Extended.PB \): a set of p-sentences): set of substitutions; var SUBSS, SUBSS1: set of substitutions;

BEGIN

    SUBSS := BUILD-NET (\( A_1, NET, Extended.PB \));
    IF \( n > 1 \) THEN BEGIN
        SUBSS1:= SUBSS;
        SUBSS:=\{\};
        FOR each \( \theta \in \) SUBSS1 DO
            SUBSS:= SUBSS\{M'I \( \theta' \in \) BUILD-C-NET(\( (A_2\wedge\ldots\wedge A_n)\theta, NET, Extended.PB \));
    END;

RETURN SUBSS;

END.

Fig. 13. BUILD-C-NET function.

The pruning step in the main procedure of Q-procedure does not affect the posterior probability of the queries [19]. By a proof similar to that of Theorem 13, we can show that the supporting network constructed by Q-procedure is sufficient for evaluating the posterior probability of the query given the evidence. The correctness of the theorem follows from the soundness of the bayesian network updating procedure [10]. □

Proof of Theorem 22 Under the conditions of the theorem, only time can have infinite domain. Hence, if we restrict to the finite interval \([a, \tau]\), all domains are finite. Because the domains are finite and CB \( \cup \) C is acyclic, any ground SLDNF-refutation has a bounded length [16]. A simple version of SLDNF in which every goal (or subgoal) is instantiated to ground (like in BUILD-NET) before the unification will stop on any input goal (by the same reason that makes BUILD-NET stops). That version of SLDNF is sound and complete for acyclic logic program with finite domains [16]. The result follows directly from Theorem 20. □
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