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Abstract. Since malaria is prevalent in less developed and more remote areas in which public health resources are often scarce, targeted intervention is essential in allocating resources for effective malaria control. To effectively support targeted intervention, predictive models must be not only accurate but must also have high temporal and spatial resolution to help determine when and where to intervene. In this paper we take the first essential step towards a system to support targeted intervention in Thailand by developing a high resolution prediction model through the combination of Bayes nets and ARIMA. Bayes nets and ARIMA have complementary strengths, with the Bayes nets better able to represent the effect of environmental variables and ARIMA better able to capture the characteristics of the time series of malaria cases. Leveraging these complementary strengths, we develop an ensemble predictor from the two that has significantly better accuracy that either predictor alone. We build and test the models with data from Tha Song Yang district in northern Thailand, creating village-level models with weekly temporal resolution.

1 INTRODUCTION

Malaria remains a global public health problem with an estimated 214 million cases of malaria globally in 2015 and 438,000 malaria deaths [23]. In Thailand, 31,121 and 15,446 confirmed cases were reported in 2014 and 2015, respectively [18]. Since malaria is prevalent in less developed and more remote areas in which public health resources are often scarce, targeted intervention is essential in allocating resources for effective malaria control. Since 2009 Thailand has implemented an E-Malaria Information System (EMIS) [13] to systematically gather case data and data on relevant covariates in order to support control policy decisions as well as to track their effectiveness. With the rise of resistant strains of malaria as well as the greatly increased incidence of dengue (another mosquito vector borne disease) in Thailand and neighbouring Malaysia, Thailand’s Center of Excellence for Biomedical and Public Health Informatics, which houses EMIS, has expressed interest in exploring use of this and related data sources to support targeted intervention by producing appropriate predictive models. To effectively support targeted intervention, predictive models must be not only accurate but they must also have high temporal and spatial resolution to help determine when and where to intervene [16]. While much work has been done on malaria prediction models, high resolution prediction remains a challenge [21].

Modeling of malaria is challenging because disease transmission can exhibit spatial and temporal heterogeneity, spatial autocorrelation, and seasonal variation. In addition, some covariates such as temperature affect incidence rates in a nonlinear fashion. Among the numerous techniques that have been used to create predictive models [30], ARIMA is the most popular because of its ability to accurately model characteristics of the time series as well as capture some dependence on covariates. Despite a variety of modeling approaches (ARIMA, regression, neural nets, SIR models) having been explored, no work has yet explored the potential of Bayes nets as a modeling framework for malaria. Bayesian networks [19] provide a number of advantages for modeling of malaria, including the ability to explicitly represent uncertainty, handle missing data, and represent nonlinear relations. In addition, the model structure, which typically reflects the problem structure, can be used to generate explanations of the predictions.

In this paper we take the first essential step towards effective targeted intervention by developing a high resolution prediction model through the combination of Bayes nets and ARIMA. Bayes nets and ARIMA have complementary strengths, with the Bayes nets better able to represent the effect of environmental variables and ARIMA better able to capture the characteristics of the time series of malaria cases. We find that for one week prediction the Bayes net model performs best for high and mid-level incidence while ARIMA performs better for low-level incidence. For two week prediction, ARIMA performs best for all incidence levels. Leveraging these complementary strengths, we develop an ensemble predictor from the two that has significantly better accuracy that either predictor alone at every incidence level, using model trees to select the features and the weights to put on each model. We build and test the models with data from Tha Song Yang district in northern Thailand, creating village-level models with weekly temporal resolution. This is the first work to use Bayesian networks to model malaria and the first to create an ensemble forecasting model using Bayes nets and ARIMA.

2 RELATED WORK

A number of researchers have explored the combination of neural networks and ARIMA. One approach has been to use the neural network to classify the residuals [6, 14, 28] from the ARIMA model. A residual is the difference between an actual value and its prediction. The logic behind this is that the residuals will contain non-linearity since ARIMA cannot capture the non-linear structure of time series. Adhikari [1] proposed an approach to combine neural nets with a number of forecasting models (Box-Jenkins ARIMA, FANN, EANN and SVM) in two steps. First a set of sample weights is obtained from the inverse relation between absolute forecast and error forecast of the respective model. Second a neural net model is made to predict the combining weights by going through the sample weights.
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One common combining method for ensemble techniques is to assign weights to component forecasts where each weight is inversely proportional to the prediction error of the corresponding component model, which ensures that the model with higher error gets the lower vote for the combined contribution. A nonlinear framework [2] is also proposed by researchers where correlations between pairs of component forecasts are considered along with the optimal weights determined from pairs of train and test sets. Wichard [24] proposed hybrid ensembles that combine multiple models (Nearest Trajectory, Neural Network, Difference, Trend cycle and AR model) by using a weight which is proportional to symmetric mean absolute percent error (SMAPE) computed over a left-out part of the time series.

Relevant work on using Bayes nets for disease modeling includes that of Cooper et al. [5] on modeling spatiotemporal patterns for non-contagious diseases that can cause outbreaks in a population such as may occur in bioterrorist attacks. Spatiotemporal Bayes nets have been applied to a number of environmental modeling problems. Most Bayes net environmental models to date have either focused on spatial aspects [12, 7] or temporal aspects [11], with only the recent work of Wilkinson et al. [25] addressing the combined dimensions of spatial heterogeneity, spatial influence, and temporal evolution.

In this paper, we combine Bayesian network and ARIMA forecasting models by a simple linear function of weighted component models and a few selected features. The combining weights and features are chosen by a model tree algorithm.

3 GEOGRAPHIC REGION AND DATA

We demonstrate our approach with the problem of weekly village level malaria prediction in Tha Song Yan district of Tak province of Thailand. Tha Song Yang is a hilly area with 66 villages in which malaria is endemic. It is located along the border with Myanmar and this proximity to the border results in imported cases. Policy makers were interested in having a predictive model that can assist in timely targeted intervention, particularly given the remoteness of some villages, as well as in understanding the factors that most influence the malaria incidence.

The case data for our model consists of weekly clinically confirmed malaria cases obtained from Thailand’s national E-Malaria Information System (EMIS) [13]. The data covers each of the 66 villages for the years 2012 and 2013, providing a total of 6,579 records with 12,800 total cases (plasmodium falciparum, plasmodium vivax). The numbers of cases per village per week ranged from 0 to 82 with a mean of 2.1.

In addition to the case data, our model makes use of a number of environmental factors associated with malaria. Predictive models often make use of environmental factors such as rainfall, temperature, and vegetation as determinants of mosquito vector density and infectivity, as well as malaria incidence in the preceding time period (typically week or month) as an estimator of the human reservoir of the parasite and the population susceptibility [8]. Since seasons affect the environmental factors, models also often incorporate some representation of time or seasonality. The factors included in our model and the source for each are:

- Land Surface Temperature (LST): monthly satellite data at 5 km resolution from MOD11C3.
- Rainfall: daily satellite data at 10 km resolution from JAXA Global Rainfall Watch.
- Slope: Average in 1 km buffer around each village, computed from elevation data.
- Distance to nearest stream: Euclidean distance from village center to closest point on the stream.
- Stream density: total stream length in 4 km buffer around each village.
- Distance to border: Euclidean distance from village center to the closest point on the border with Myanmar.
- Month: month of the year.

NDVI, LST, Rainfall, and Month are temporal variables whose values are indexed by week, while Slope, Stream density, Distance to nearest stream, and Distance to border are non-temporal variables whose values are constant over time. The variables NDVI, Distance to nearest stream, and Stream density are thought to positively impact malaria incidence. LST has a nonlinear effect on malaria with malaria incidence low for low temperatures, increasing over some region, and then dropping off for high temperatures. Rainfall is known to have a positive effect on malaria incidence except for very heavy rainfall which can wash away the larvae. Slope is included because it interacts with rainfall with rain draining off more quickly the higher the slope. Distance to border is a proxy for the number of imported cases and is thought to have a positive effect on incidence. Some values for the variables obtained from satellite data were missing due to cloud cover during some time periods. Missing values were filled in using temporal and spatial interpolation as appropriate.

4 BAYESIAN NETWORK PREDICTION MODEL

Malaria may be modeled using one Dynamic Bayes net (DBN) per village. Figure 1 shows the structure of the DBN prediction model for two time slices: week 0 and week 1. The model includes temporal nodes such as NDVI at week zero (NDVI_{w0}), and non-temporal nodes for random variables whose states do not change with time, such as Border_Distance.

Time lags in the model include a one week lag in the effect of Rainfall on NDVI and a three week lag in the effect of Rainfall on Mosquito Population Density. Our malaria model includes three latent variables: Rainfall_Effect_{w1}, which represents the interaction of rainfall and slope; Stream_Effect, which summarizes the effect of stream distance and stream density; and Mosquito_pop_density_{w1}, which represents the effect of various environmental factors on the vector density. Inclusion of these variables increases the explanatory power of the network and, importantly, reduces the size of some of the conditional probability tables. For example, inclusion of Mosquito_pop_density_{w1} reduces the size of the CPT for the node Incidence_{w1} which would otherwise be too large to learn from the available data. Because of the inclusion of latent variables, the conditional probability tables (CPTs) for the Bayes net were learned using the expectation maximization (EM) algorithm.

The model is used for prediction by entering known values for the variables at week zero (w0), rainfall at week minus 2 (Rainfall_{wm2}), and Month for weeks zero and one, and computing the posterior probability of incidence at week 1 (Incidence_{w1}). To predict incidence for week two, an additional time slice is included with similar repeated structure. Each node of malaria incidence is divided into 14 ranges. The predicted incidence is then computed as the expected value of the incidence random variable:

\[ E(\text{incidence}_{w1}) = \sum_{i=1}^{14} \{ P(\text{range}_{i}) \times \text{mean}(\text{range}_{i}) \} \]
where \(i = 1, 2, ..., 14\) are the ranges, \(P(\text{range}_i)\) is the probability of \(i\)th range and \(\text{mean}(\text{range}_i)\) is the mean of the distribution of the data over the \(i\)th range. The prediction accuracy was evaluated by mean absolute error (MAE):

\[
MAE = \frac{1}{N} \sum_{case=1}^{N} \text{Abs}(\text{Predicted}_{\text{case}} - \text{Actual}_{\text{case}})
\]

where \(N\) is the number of cases. The MAE of the Bayes net model for one week prediction over all 66 villages is 1.098 and the MAE for two week prediction is 1.417.

5 ARIMA PREDICTION MODEL

Auto Regressive Integrated Moving-Average (ARIMA), also known as the Box-Jenkins approach [4], is the most popular stochastic time series forecasting model of the past few decades. It is a modeling approach that can be used to calculate the probability of a future value lying between specific limits. It has three parameters: auto-regression (AR), integration (I), and moving average (MA). The ARIMA \((p, 0, 0)\) or autoregressive model is represented as

\[
Y_t = \theta_0 + \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + ... + \phi_p Y_{t-p} + \epsilon_t
\]

where \(\theta_0\) is the intercept, \(p\) is the number of auto regressive terms, \(Y_t\) is predicted result, \(Y_{t-p}\) is the observation of time \(t - p\), \(\phi_1, \phi_2, ..., \phi_p\) is a set of parameters that are calculated by linear regression, and \(\epsilon_t\) is the regression error. The ARIMA \((0, 0, q)\) or moving average only depends on \(q\) past random terms and the current random term \(\epsilon_t\) and is expressed as

\[
Y_t = \mu - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - ... - \theta_q \epsilon_{t-q} + \epsilon_t
\]

\[
Y_t = \theta_0 + \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + ... + \phi_p Y_{t-p} + \mu - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - ... - \theta_q \epsilon_{t-q} + \epsilon_t
\]

where \(q\) is the number of the moving averages, \(\theta_1, \theta_2, ..., \theta_q\) is a set of parameters, and \(\mu\) is the mean of the series. The ARIMA \((p, 0, q)\) model is

\[
Y_t = \theta_0 + \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + ... + \phi_p Y_{t-p} + \mu - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - ... - \theta_q \epsilon_{t-q} + \epsilon_t
\]

The ease of use of the Box-Jenkins methodology [4] for optimal model fitting, as well as the flexibility of the representation have made ARIMA a highly popular modeling approach. A variant of ARIMA capable of modeling seasonal data called SARIMA [9] includes additional terms in the ARIMA model and is written as \((p, d, q)(P, D, Q)_m\). The upper-case notation is for seasonal parts of the model. The term \(m\) is the number of units per season, \(P\) is the number of seasonal autoregressive (SAR) terms, \(D\) is the number of seasonal differences and \(Q\) is the number of seasonal moving average (SMA) terms. ARIMA models are used frequently by researchers for disease surveillance and prediction (malaria [8, 22, 29], dengue [20], HFMD [17]). The version of ARIMA that includes external predictors is known as ARIMAX, which is denoted by ARIMA \((p, q, d)X\) (where \(X\) is the external independent variables). The ARIMA model with extra variables often performs better [15, 3] than simple univariate ARIMA when the dependent variable is explainable by other external factors.

In this study, the ARIMA models were developed in the R Software package v3.2.3. A best fit was obtained from the combination of all 66 time series (66 villages) by applying the auto.arima() function available in the R package called “forecast” [10]. We took 70% incidence data for training from each village and concatenated them by inserting Null values in between to keep the seasonality intact. The remaining 30% of the data was used for model testing. We trained
a seasonal ARIMA((1,1,0)(1,0,0)) model for this study. For multivariate ARIMA, we chose explanatory variables from the environmental factors (Month\(_w0\), Rainfall\(_w0\), LST\(_w0\), NDVI\(_w0\), Rainfall\(_{wm2}\)) that we used for the Bayes net (section 4). An iterative greedy method was used to select the external variables that provided significant improvement in prediction accuracy based on MAE. The only variable so selected as external covariate was Month\(_w0\). We computed two-period-ahead forecasts by following the rolling window method. Over all 66 villages, the MAE of ARIMA for one week prediction is 1.102 and for two week prediction is 1.217, while the MAE of ARIMAX for one week prediction is 1.074 for two week prediction is 1.251.

6 COMBINING BAYESIAN NETWORK AND ARIMA PREDICTION MODELS

We analyzed the prediction accuracy of the ARIMA and Bayes net models by testing them on three different subsets of villages divided according to average incidence rate: (1) 13 villages with high incidence\{Min: 0, Max: 82, Avg.: 7.43\}, (2) 13 villages with medium incidences\{Min: 0, Max: 16, Avg.: 1.91\} (3) 14 villages with low incidence\{Min: 0, Max: 3, Avg.: 0.099\} and all 66 villages containing the entire spectrum of incidence. The results are shown in table 1 (columns: BN, ARIMA, ARIMAX). It can be seen from the table that the Bayes net and the ARIMA models have complementary strengths. For one week prediction, the Bayes net model has the best performance for high- and mid-level incidence villages and the ARIMA models have the best performance for low-incidence villages. For two week prediction, the ARIMA models perform best for all classes of villages.

We combined the models using stacked generalization [27], where outputs are collected from level\(_0\) models (trained on level\(_0\) data) and treated as data for another learning problem at level\(_1\). The model applied in this step is referred to as the level\(_1\) model. For the level\(_1\) generalization we used model tree induction [26] on the Bayes net, ARIMA, and ARIMAX predictions along with a number of attributes that characterize the incidence rate in the current and previous weeks as well as overall:

- \textit{incidence\(_w0\)}: Incidence of the current week (\(W_0\))
- \textit{incidence\(_\text{rate} \)}: Sum of weekly incidence of a village divided by the maximum sum among all villages
- \textit{incidence\(_\text{WM1} \)}: Incidence of previous week
- \textit{incidence\(_\text{Avg} \)}: The average incidence of a village
- \textit{BN\(_\text{Prediction} \)}: Predicted incidence by Bayesian Network
- \textit{ARIMA\(_\text{Prediction} \)}: Predicted incidence by the ARIMA model
- \textit{ARIMAX\(_\text{Prediction} \)}: Predicted incidence by the ARIMAX model
- \textit{Last\(_2\text{Two} \text{Avg} \)}: Average of last two weeks incidence

We used the MSP [26] model tree algorithm from the WEKA (v3.6.10) data mining tool. The test set of level\(_0\) was further divided into 70\% and 30\% then used as the train and test sets of level\(_1\). For the combination of the Bayes net and ARIMA, the algorithm generated a tree with a single leaf node for both one- and two-week prediction and selected only incidence rate and current week incidence in addition to the BN and ARIMA predictions:

\[
\text{incidence\(_w1\)} = (0.3424 \times \text{incidence\(_w0\)}) + 
(0.253 \times \text{ARIMA\(_\text{Prediction}_1\)}) + 
(3.8015 \times \text{incidence\(_\text{rate} \)}) + 
(0.2451 \times \text{BN\(_\text{Prediction}_1\)}) + 0.0128
\]  

\[
\text{incidence\(_w2\)} = (0.3224 \times \text{incidence\(_w0\)}) + 
(0.2409 \times \text{ARIMA\(_\text{Prediction}_2\)}) + 
(6.6064 \times \text{incidence\(_\text{rate} \)}) + 
(0.0824 \times \text{BN\(_\text{Prediction}_2\)}) + 0.0448
\]

For the combination of the Bayes net and ARIMAX the algorithm also generated a tree with only one node for one- and two-week prediction. The prediction models include the variables incidence rate, current incidence, and incidence average. For two-week prediction the combining function substitutes the value of last two week average for the BN prediction value.

\[
\text{incidence\(_w1\)} = (0.3582 \times \text{incidence\(_w0\)}) + 
(0.2254 \times \text{ARIMAX\(_\text{Prediction}_1\)}) - 
(20.226 \times \text{incidence\(_\text{rate} \)}) + 
(0.9385 \times \text{incidence\(_\text{avg} \)}) + 
(0.2112 \times \text{BN\(_\text{Prediction}_1\)}) - 0.0571
\]

\[
\text{incidence\(_w2\)} = (0.6355 \times \text{incidence\(_w0\)}) + 
(0.5065 \times \text{ARIMAX\(_\text{Prediction}_2\)}) - 
(26.1348 \times \text{incidence\(_\text{rate} \)}) + 
(1.2706 \times \text{incidence\(_\text{avg} \)}) - 
(0.5763 \times \text{Last\(_2\text{Two} \text{Avg} \)}) - 0.01
\]

For one-week prediction, equations 6 and 8 each assign roughly the same weights to the BN and ARIMA/ARIMAX predictions. For two-week prediction, equation 7 assigns significantly lower weight to the BN prediction and equation 9 leaves it out altogether. In the four combination formulas, the relatively large magnitude coefficient on incidence rate is due to its relatively small range of values. The prediction accuracy of the (BN+ARIMA) and (BN+ARIMAX) models is shown in Table 1.

7 RESULTS AND DISCUSSION

We compared the accuracy for one- and two-week predictions of the two ensemble models with the BN and ARIMA models using data from three consecutive weeks from the months of July, September, and November.

Figure 2 shows one-week predictions of BN, ARIMA, ARIMAX, (BN+ARIMA) and (BN+ARIMAX) models versus actual incidence for the three three-week periods for a high incidence village. Figure 2(a) shows that the BN underestimates the peak in week 1 of the first month but does well with the remaining weeks of all three months. ARIMA overestimates weeks 1 and 3 of the first month while ARIMAX overestimates weeks 1 and 2 of the first month and week 1 of second month but both do well on the remaining low incidence weeks. This is consistent with the results in Table 1. The combinations (BN+ARIMA) and (BN+ARIMAX) correct for the major inaccuracies in the other models and perform equally well for this village with only slight differences in their predictions.

Figure 3 shows two-week predictions of BN, ARIMA, ARIMAX, (BN+ARIMA) and (BN+ARIMAX) models versus actual incidence for the same time periods for a second high incidence village. Figure 3(a) shows that the BN fits the three consecutive weeks of first two
Table 1. Prediction Accuracy of BN, ARIMA, ARIMAX, (BN+ARIMA) and (BN+ARIMAX) for one- and two-week prediction.

<table>
<thead>
<tr>
<th>Models</th>
<th>Set of villages</th>
<th>BN 1</th>
<th>BN 2</th>
<th>ARIMA 1</th>
<th>ARIMA 2</th>
<th>ARIMAX 1</th>
<th>ARIMAX 2</th>
<th>BN+ARIMA 1</th>
<th>BN+ARIMA 2</th>
<th>BN+ARIMAX 1</th>
<th>BN+ARIMAX 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>13-high</td>
<td>W1</td>
<td>2.310</td>
<td>3.033</td>
<td>2.504</td>
<td>2.883</td>
<td>2.461</td>
<td>2.967</td>
<td>2.114</td>
<td>2.562</td>
<td>2.007</td>
<td>2.527</td>
</tr>
<tr>
<td>13-med</td>
<td>W1</td>
<td>1.421</td>
<td>1.951</td>
<td>1.504</td>
<td>1.730</td>
<td>1.483</td>
<td>1.720</td>
<td>1.259</td>
<td>1.581</td>
<td>1.228</td>
<td>1.485</td>
</tr>
<tr>
<td>14-low</td>
<td>W1</td>
<td>0.323</td>
<td>0.461</td>
<td>0.160</td>
<td>0.211</td>
<td>0.130</td>
<td>0.163</td>
<td>0.189</td>
<td>0.232</td>
<td>0.122</td>
<td>0.157</td>
</tr>
<tr>
<td>66-all</td>
<td>W1</td>
<td>1.098</td>
<td>1.417</td>
<td>1.102</td>
<td>1.217</td>
<td>1.074</td>
<td>1.251</td>
<td>0.963</td>
<td>1.121</td>
<td>0.911</td>
<td>1.068</td>
</tr>
</tbody>
</table>

W1 = First Week and W2 = Second Week

Figure 2. One week ahead malaria prediction versus actual for BN(a), ARIMA(b), ARIMAX(c), BN+ARIMA(d) and BN+ARIMAX(e) over a period of 3 weeks of 3 different months of a year for Village-1.
months well but underestimates all three weeks of the last month. The ARIMA and ARIMAX models (Figure 3b,c) both overestimate the first week of the first month and underestimate weeks 1 and 3 of the last month. Again BN+ARIMA and BN+ARIMAX do better than all three individual models by correcting for the largest errors in the other models.

Table 2 shows the percentage improvement of performance of the combined BN+ARIMA model compared to BN, ARIMA, and ARIMAX for high, medium, and low incidence villages, as well as all 66 villages overall. Statistical significance was evaluated using a 2-tailed t-test. All values are statistically significant ($p < 0.05$) except where indicated. The combined model outperforms the BN model with the difference statistically significant except for one week prediction for high incidence villages. The model performs worse than ARIMA and ARIMAX alone for one and two-week prediction for the low incidence villages. For all 66 villages BN+ARIMA outperforms the single models in all cases with the differences statistically significant except for ARIMAX $W_2$.

Table 3 shows the percentage improvement of performance of the combined BN+ARIMAX model compared to BN, ARIMA, and ARIMAX. This ensemble model now significantly outperforms the other three models in all cases except for three where the difference is not statistically significant. In particular, the improvement over ARIMAX for one and two week prediction is not statistically signif-
icant. Comparing the ensemble with the BN and ARIMAX models we see the largest improvement over the BN model for low incidence villages and the largest improvement over the ARIMAX model for the high incidence villages, which is reflective of the complementary strengths of the two models. For all entries in the tables, the BN+ARIMAX model outperforms the BN+ARIMA model.

Table 2. Performance Improvement(%) of BN+ARIMA over BN, ARIMA and ARIMAX.

<table>
<thead>
<tr>
<th>Models</th>
<th>BN</th>
<th>ARIMA</th>
<th>ARIMAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of Villages</td>
<td>W₁</td>
<td>W₂</td>
<td>W₁</td>
</tr>
<tr>
<td>13-high</td>
<td>8.48*</td>
<td>15.53</td>
<td>15.58</td>
</tr>
<tr>
<td>13-med</td>
<td>11.40</td>
<td>18.96</td>
<td>16.29</td>
</tr>
<tr>
<td>14-low</td>
<td>41.49</td>
<td>49.67</td>
<td>18.13</td>
</tr>
<tr>
<td>66-all</td>
<td>12.30</td>
<td>20.89</td>
<td>12.61</td>
</tr>
</tbody>
</table>

W₁ = First Week, W₂ = Second Week
All values are statistically significant (p < 0.05) except where indicated by *.

Table 3. Performance Improvement (%) of BN+ARIMAX over BN, ARIMA and ARIMAX.

<table>
<thead>
<tr>
<th>Models</th>
<th>BN</th>
<th>ARIMA</th>
<th>ARIMAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subset of villages</td>
<td>W₁</td>
<td>W₂</td>
<td>W₁</td>
</tr>
<tr>
<td>13-high</td>
<td>13.14</td>
<td>16.70</td>
<td>19.87</td>
</tr>
<tr>
<td>13-med</td>
<td>13.58</td>
<td>23.87</td>
<td>18.35</td>
</tr>
<tr>
<td>14-low</td>
<td>62.14</td>
<td>65.97</td>
<td>23.56</td>
</tr>
<tr>
<td>66-all</td>
<td>17.08</td>
<td>24.63</td>
<td>17.38</td>
</tr>
</tbody>
</table>

W₁ = First Week, W₂ = Second Week
All values are statistically significant (p < 0.05) except where indicated by *.

8 CONCLUSION

In this paper we have taken the first essential step towards a system to support targeted malaria intervention using the data in Thailand's E-Malaria Information system by developing a high resolution prediction model. We developed a Bayesian network model that represents the effect of environmental variables and captures nonlinear effects. Comparison with traditional ARIMA models showed that the two types of models have complementary strengths. Leveraging these complementary strengths, we developed an ensemble predictor that has significantly better accuracy than either predictor alone. Our results were obtained for one district in northern Thailand. A next step will be to test the generality of the model by applying it to districts with varying endemicity and environmental characteristics.

The structure of our Bayes net model can be used to provide causal explanations but by creating an ensemble in the way we did, we lose some of this explanatory power. It would thus be of potential benefit to seek to integrate the ARIMA model directly into the Bayes net. This might be done by including a node for the ARIMA result and a node that computes the weighted average of the models.

We intend to use this model as part of a decision support tool for targeted intervention of malaria. We are currently working to integrate it with a GIS to facilitate interaction and more intelligibly display results. An additional long-range goal is to apply our techniques the modeling of dengue.
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