Employing UMLS for generating hints in a tutoring system for medical problem-based learning
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ABSTRACT

While problem-based learning has become widely popular for imparting clinical reasoning skills, the dynamics of medical PBL require close attention to a small group of students, placing a burden on medical faculty, whose time is over taxed. Intelligent tutoring systems (ITSs) offer an attractive means to increase the amount of facilitated PBL training the students receive. But typical intelligent tutoring system architectures make use of a domain model that provides a limited set of approved solutions to problems presented to students. Student solutions that do not match the approved ones, but are otherwise partially correct, receive little acknowledgement as feedback, stifling broader reasoning. Allowing students to creatively explore the space of possible solutions is exactly one of the attractive features of PBL. This paper provides an alternative to the traditional ITS architecture by using a hint generation strategy that leverages a domain ontology to provide effective feedback. The concept hierarchy and co-occurrence between concepts in the domain ontology are drawn upon to ascertain partial correctness of a solution and guide student reasoning towards a correct solution. We describe the strategy incorporated in METEOR, a tutoring system for medical PBL, wherein the widely available UMLS is deployed and represented as the domain ontology. Evaluation of expert agreement with system generated hints on a 5-point Likert scale resulted in an average score of 4.44 (Spearman’s $\rho = 0.80, p < 0.001$). Hints containing partial correctness feedback scored significantly higher than those without it (Mann Whitney, $p < 0.001$). Hints produced by a human expert received an average score of 4.2 (Spearman’s $\rho = 0.80, p < 0.01$).

1. Introduction

Problem-based learning (PBL) has become increasingly popular in medical schools as a means of training students and equipping them with the required clinical reasoning skills. A typical PBL session in the medical domain comprises a group of 6–8 students who work in collaboration to solve a given problem scenario [1]. Paying individual attention to a small group of students can place a heavy burden on faculty time, which is very costly. This is particularly true for medical faculty, who often have limited time to dedicate to teaching. Intelligent tutoring systems offer an attractive alternative in helping to train the students with the required clinical reasoning skills at no incremental cost per student.

Intelligent tutoring systems are interactive software applications that present a problem to the students in a particular domain. The students form their solution to the problem using the tutoring system interface. The system assesses the student solution and returns appropriate hints as feedback to guide the student towards a correct solution.

Tutoring systems normally contain either a set of approved solutions or, a mechanism that generates approved solutions to the problems presented to the students. Assessment of the student solution and feedback returned is tailored to be effective only within the knowledge confines of the approved solutions. Tutoring systems are typically unable to assess the partial correctness of student solutions when they fall outside the scope of the approved ones. Furthermore, for the purpose of solution representation, students are restricted to the choice of domain concepts from a custom built repository which is often quite narrow. Such characteristics lend themselves to a tutoring approach that is fairly brittle and quite opposed to how a human tutor would behave. A human tutor allows a diverse choice of domain concepts, assesses where the student solution lies in the broad knowledge space, acknowledges the partially correct aspects of the solution and guides the students back to the correct solution. Thus in order for a tutoring system to exhibit robust tutoring, it needs a broad knowledge base to allow students to explore a large space of solutions and work...
creatively, while still being able to steer them towards a correct solution if they get off track.

An ontology presents great potential for reuse and as a knowledge base that could be exploited for reasoning purposes. Several tutoring systems have employed ontologies [2–4], but they require extensive effort in encoding the relevant knowledge into the ontology. The Constraint Acquisition System [5] uses a more feasible method of encoding the ontology constraints by learning from examples, but its initial design still needs to be defined manually.

The construction of a tutoring system typically requires knowledge acquisition in the three areas of domain model, student model and pedagogical model. Acquiring and encoding the relevant knowledge can lead to a large overhead in the development time of a tutoring system [6,7]. Attempts to expand the system and reuse the existing domain model for the rapid addition of new problems or cases are often hindered by the daunting task of acquiring the student model.

While the importance of the student model has been advocated [8], the design of some tutoring systems has excluded the student model based on the needs of the tutoring task [9]. Similar to Andes [9], our system too, does not use assessment to select the next task to be offered to the student. Because of the extensive effort required, tutoring systems often excel in one or two of the three models mentioned above and maintain a more simplified form of the remaining ones [10].

The development time for a tutoring system has also come under scrutiny in the comparison between Model Tracing (MT) and Constraint Based Modeling (CBM) [11,12]. Kodaganallur et al. [11] and Mitrovic et al. [12] have acknowledged the tradeoff between the reduction in development time and the quality of hints generated. The development time required to add a case is expected to vary based on the nature of the task domain. For the domain of statistical hypothesis testing, Kodaganallur et al. [11] report the development time of 5 person-days for problem modeling and 18 person-days for encoding the relevant knowledge in the case of CBM, whereas the development time was greater for MT. CBM simplifies the creation of new cases and has a reduced development time; however, its hints are not as effective and specialized as those in MT [11,12].

In order to ease the knowledge acquisition bottleneck, Martin and Mitrovic [13] adopt a CBM approach, where the student model is an overlay of the domain model constraints. Their student model simply contains a score of the times a constraint has been satisfied or violated during problem solving. However, defining and encoding the constraints is still a burdensome task. Defining the constraints would be even a greater burden and challenge for an ill-defined domain such as medical PBL [14].

In the domain of medical PBL, students may arrive at a solution from a variety of reasoning paths [15], making it a daunting task to build the student model. Based on our previous experience with the COMET system for medical PBL [16], it takes about one person-month to build the student model for each problem scenario. Modeling the diverse set of reasoning paths would be even more challenging if the system is expected to be robust in its tutoring approach by allowing students to explore a much broader solution space as mentioned above.

We extend our work on expanding the plausible solution space [15] by deploying the widely available knowledge source, the Unified Medical Language System (UMLS) [17], as the domain ontology in the METEOR tutoring system for medical PBL. In previous work [23] we had also presented a tool for authoring medical PBL cases using UMLS. In this paper we present a strategy for alleviating the overhead required to expand the tutoring system in adding new cases by omitting the student model. We exploit the structure of the domain ontology to assess the partial correctness of student solutions and generate hints that are relevant to the student activity during problem solving [30]. Furthermore, the time and effort required to add a new problem scenario to the tutoring system is also reduced.

2. Related work

2.1. UMLS in intelligent systems

The UMLS has been used for various purposes in the biomedical informatics domain, such as terminology development, lexical matching and biomedical document understanding. Qing and Cimino [31] extract knowledge of disease–chemical relationship from the UMLS for purposes of enriching electronic patient records for online perusal.

Mendonca and Cimino [26] describe work on extracting knowledge from MEDLINE citations for purposes of building a knowledge base. They analyze the search results to determine which semantic types are relevant to what kind of questions in Evidence Based Medicine, such as diagnosis, etiology, therapy and prognosis.

Achour et al. [28] describe a knowledge acquisition tool and how it could be employed to use and share knowledge from UMLS. Their work is primarily based on providing knowledge bases for clinical decision support systems. Their focus is not to use the semantic types and concepts in UMLS for reasoning purposes, but to use UMLS knowledge sources as a repository of terms from which a domain ontology could easily be constructed.

2.2. Semantic similarity

In order to provide students with partial correctness feedback, METEOR assesses the closeness of the student solution to a correct solution explicitly encoded into the system. This closeness is measured through the semantic similarity or semantic distance between relevant concepts.

Beginning with simple path length based measures [32,33] to advanced information theoretic metrics [34,35] researchers have developed methods through which, similarity between two concepts in an ontology, could be defined in quantitative terms. Most similarity measures determine the lowest common subsumer (LCS) of the two concepts, to compute the path length from one node to the other node through this LCS. The LCS is the lowest node in the hierarchy that is a common ancestor to both the nodes, between which semantic distance is to be measured.

There has been growing interest in defining and applying measures of semantic distance, for medical terminologies and the UMLS. Cavides et al. [27] develop a quantitative metric that can enable intelligent systems to differentiate between concepts in UMLS and measure their semantic distance. They describe their results for PAR (parent–child) links between concepts based on three terminologies within UMLS, MeSH, SNOMED-CT and ICD9CM. They adopt a simple edge counting procedure to compute the conceptual distance between two concepts over the shortest path between them, while simply mentioning the depth of the concepts in the hierarchy, as a possible influencing factor in the similarity measure.

Al-Mubaid and Nguyen [22] present an information theoretic approach to compute the semantic distance between two given concepts in an ontology. They use a cluster–based approach where the depth of the tree cluster, containing the relevant concept nodes is used along with a scaled measure of the path length between respective concept nodes. Concepts that lie deeper in the ontology tree will be more similar based on the specificity of information.

Pedersen et al. [25] discuss and analyze a set of existing semantic similarity measures and describe a context vector measure based on medical corpora. They compare the context vector measure with existing measures as applied to a commonly used dataset of
concept pairs. They found that the context vector measure was as effective as the ontology-based measures provided the corpus was large enough.

Batet et al. [24] present and compare their approach with other semantic similarity measures as applied to SNOMED-CT, using a dataset commonly used for evaluation of semantic similarity measures in the biomedical domain. They employ a technique which does not take into account the specificity of the information content. Their measure is based on the ratio between the amount of non-shared knowledge and the sum of shared and non-shared knowledge between the relevant concepts.

2.3. Intelligent tutoring systems

Use of UMLS has also found its way through intelligent tutoring systems into the medical domain. Crowley et al. [20] describe ReportTutor, a tutoring system that presents students with a visual slide for inspection and a natural language interface for typing their diagnostic report. They employ the UMLS MMTs to match concepts in the report to concepts in the NCI Metathesaurus (National Cancer Institute, 2009) and validate the report findings against a domain ontology. The system does not make use of an explicit student model. Their work is similar to ours in generating hints without differentiating between two students having different knowledge levels performing the same exercise.

The Docs 'n Drugs tutoring system [36] uses medical terminologies that are a subset of UMLS to allow students to choose concepts from these incrementally expandable terminologies. However, this system does not exploit the knowledge structure within these terminologies.

While the UMLS has been used for different purposes in various applications, to the best of our knowledge, UMLS has not been previously used as the main knowledge source for inference or reasoning purposes in an intelligent tutoring system. The concept of partial correctness has been discussed in the context of tutoring systems [4,19], wherein a part of the solution is explicitly recognized as correct. Our notion of partial correctness is different and is assessed through knowledge inference rather than explicitly encoded knowledge. Fiedler and Tsovaltzi [19] employ a domain ontology for tutoring mathematics theorem proving. The domain ontology of concepts contains some objects and relations defined as anchoring points, which serve as the basis for the content of the generated hints. Our hint generation strategy is different and draws inferences from the structure of the existing domain ontology of concepts in the report to concepts in the UMLS Metathesaurus (National Cancer Institute, 2009) and validates the report findings against a domain ontology. The system does not make use of an explicit student model. Their work is similar to ours in generating hints without differentiating between two students having different knowledge levels performing the same exercise.

The system domain model comprises UMLS tables and an additional table that is henceforth referred to as the expert knowledge base. The expert knowledge base is encoded with the help of human domain experts, and it contains causal relationships between various medical concepts, such as:

- Hyperglycemia $\rightarrow$ decreased glucose transport into cells
- Diabetic neuropathies $\rightarrow$ numbness
- Decreased glucose transport into cells $\rightarrow$ fatigue

The expert knowledge base is formed through the collation of expert solutions to various problem scenarios. On average each
expert solution leads to the addition of about 70–80 causal links to the expert knowledge base. The construction of an expert solution requires about 3–4 h. Since each solution is in the form of a hypothesis graph, the collation of different solutions implies the incremental addition of the causal links in each solution to the expert knowledge base.

5. Pedagogy of assessment and feedback

The hints generated by the system are composed of two elements: assessment of the partial correctness of the student solution and guidance towards a correct solution. Each hypothesis causal link drawn by the student is evaluated by the system through a strategy that accepts plausible solutions beyond the scope of the explicitly encoded ones [18]. If the link is found to be acceptable, the system allows the directed edge (causal link) to be drawn; otherwise the system disallows the edge to be drawn and returns an appropriate hint as feedback to the student. If the causal relationship drawn by the student is essentially correct but requires additional intermediate nodes in between, then the system disallows the edge to be drawn and encourages the student to describe the underlying mechanism. For example, considering the diabetes case described above, if the student draws the link: hyperglycemia → numbness, the system responds with the hint: “Yes, but... Think of the underlying mechanism as to why hyperglycemia causes numbness.” On the other hand, if the student draws the reverse link: numbness → hyperglycemia, the system responds with the hint: “On the contrary, think of hyperglycemia as a cause of numbness.”

If the student link does not fall into any of the cases described above, the system makes use of a heuristic method to assess its partial correctness and deliver a hint to guide the student towards a correct link. The purpose of partial correctness feedback is to inform the student how close his/her solution is to be accepted. The hint pre-amble containing the partial correctness feedback is phrased as one of the following: (1) “You are very close”, (2) “You are somewhat close”, (3) “You are a little far off”, (4) “You are quite far off”, (5) “Hmm... Not sure. They may be a causal relation between the two”, and (6) “Hmm... Can’t say about the relation between the two.”

5.1. Example 1: partial correctness through semantic distance

Imagine a situation related to the diabetes case mentioned above, where a student tries to draw a causal link: hyperlipidemia → diabetic neuropathy. Suppose the expert knowledge base does not recognize this link, however it recognizes that there is an expert link: hyperglycemia → diabetic neuropathy. In other words, what should have been hyperglycemia has been hypothesized by the student to be hyperlipidemia.

In order to assess the partial correctness of the student link, the system tries to find the semantic distance between hyperlipidemia and hyperglycemia. The semantic distance is measured by employ-
ing a modified version of the method described by Al-Mubaid and Nguyen [22].

Al-Mubaid and Nguyen [22] compare their method with other semantic similarity measures in the context of the biomedical domain by applying them against different terminologies in the UMLS and report better results. Furthermore, their semantic similarity measure allows the flexibility to limit the search space in the concept hierarchy and return results in lesser time compared to a full scan of the hierarchy, in exchange for reduced accuracy. For the purpose of an interactive tutoring system, the system response time is crucial in maintaining student motivation in performing the given exercise. Based on our experimental results, both in terms of speed and accuracy, we decided to employ the semantic similarity measure of Al-Mubaid and Nguyen [22] and modify it by limiting the search space.

The semantic distance is computed in the following manner:

\[ \text{SemDist}(a, b) = \ln((\text{PathLength} - 1)^\alpha + \text{ComSpec}^\beta + k) \]

where \( \text{PathLength} \) is the number of nodes traversed from \( a \) to \( b \), \( \alpha \) and \( \beta \) and \( k \) are tuning parameters, and \( \text{ComSpec} \) is the common specificity of nodes \( a \) and \( b \), computed as shown below:

\[ \text{ComSpec}(a, b) = \text{DepthOfCluster} - \text{depth}(\text{LCS}(a, b)) \]

where \( \text{DepthOfCluster} \) is the depth of the cluster which contains the LCS node, \( \alpha \) and \( \beta \) are tuning variables and \( k \) is a constant. The LCS node is the lowest common subsumer or the lowest ancestor that is common to both the concept nodes, between which semantic distance is computed. As shown in Fig. 2a, the node metabolic diseases is the LCS of nodes \( a \) and \( b \), where node \( a \) is hyperlipidemia and \( b \) is hyperglycemia. The depth of the LCS node is one, whereas the depth of the cluster containing the LCS node is three. The path length between nodes \( a \) and \( b \) is four, by node counting.

For example, for the structure in Fig. 2a, and for the tuning parameter values of \( \alpha = 3 \), \( \beta = 1 \) and \( k = 1 \), the semantic distance between hyperlipidemia and hyperglycemia is 4.0073.

Parent–child relationships from the UMLS Metathesaurus are used to construct the hierarchy of both nodes between which semantic distance is to be measured, as shown in Fig. 2a. Based on the value of the semantic distance, the system classifies whether the nodes are very close, somewhat close, a little far, or quite far. Based on our experiments and feedback from domain experts, we defined the following thresholds for semantic distances; less than 1.8 (very close), between 1.8 and 4.5 (somewhat close), between 4.5 and 8 (a little far off), and greater than 8 (quite far). The thresholds are an outcome of experiments performed in our previous work in ascertaining the acceptability of a causal link drawn by a student [15]. The thresholds were calibrated against the human tutor ratings awarded to the acceptability of causal links drawn by students. For semantic distances less than 1.8, causal links were found to be rated as acceptable or close to acceptable, while for those greater than 8, the acceptability rating was too low. The remaining two intervals were evenly spaced between these cutoffs. The hint wordings such as very close and somewhat close were framed based on input from human tutors.

5.1.1. Guidance towards the correct solution

In order to guide the student towards a correct solution, the system examines the parent–child hierarchy to judge the commonality between the student link and a correct expert link. The system tries to find the lowest node in the hierarchy that is a common ancestor to both concepts in question: hyperlipidemia and hyperglycemia. The system finds that metabolic diseases is a common ancestor to the concepts, as shown in Fig. 2a. Thus the system infers that the student knows that a kind of metabolic disease leads to diabetic neuropathy, however the student is not clear which kind. The hint content is framed to guide the student reasoning from its current position to the correct solution. This reasoning path of the hint content is shown in the dotted arrow in Fig. 2a, which leads from hyperlipidemia round the common ancestor towards hyperglycemia.

Based on the assessment of partial correctness and the reasoning path en route the correct solution, the system responds with the hint: "You are somewhat close. For causes of diabetic neuropathy ... instead of hyperlipidemia, think about other kinds of metabolic diseases. Think of A heterogeneous group of disorders characterized by glucose intolerance".

Here, 'A heterogeneous group of disorders characterized by glucose intolerance' is the definition in UMLS for the concept: glucose metabolism disorder. In other words the system gives the hint template: "Instead of (student node), think about other kinds of (common ancestor) and (definition of next child in line from the common ancestor towards the expert node)".

If the student draws the link, renal glomerular disease → diabetic neuropathy, the system measures the semantic distance between hyperglycemia and renal glomerular disease and finds the distance as 5.52, thus the two nodes to be a little far off. The hint is framed: "You are a little far off. For causes of diabetic neuropathy ... instead of renal glomerular disease, think more specifically about other kinds of Disorder of body system. Think of Abnormally high BLOOD GLUCOSE level, beyond the normal range."

If the student draws the link glucose metabolism disorder → diabetic neuropathy, the system measures the semantic distance between hyperglycemia and glucose metabolism disorder and finds the two nodes to be very close and accepts the student link by giving the hint: "You are very close. I was thinking of hyperglycemia → diabetic neuropathy, but glucose metabolism disorder is also acceptable. Good."

5.2. Example 2: partial correctness through co-occurrence frequency

Imagine a situation related to a heart attack case, where a student tries to draw a causal link: hyperlipidemia → hyperglycemia. The system does not find this link to be acceptable, however, it finds an expert causal link: hyperlipidemia → endothelial degeneration. In other words what should have been endothelial degeneration has been hypothesized by the student to be hyperglycemia.

The system tries to find a common ancestor to both hyperglycemia and endothelial degeneration, but is unable to find one. In this situation, the system cannot assess the partial correctness through the semantic distance measure. As a weaker measure, it checks to
see if the UMLS has any information regarding the co-occurrence of hyperlipidemia and hyperglycemia in medline citations. If the normalized co-occurrence frequency is found to be greater than zero, the system forms the hint pre-amble: "Hmm... There may be a causal relation between hyperlipidemia and hyperglycemia." Otherwise the following hint pre-amble is formed: "Hmm... Can't say about the causal relation between hyperglycemia and hyperlipidemia."

5.2.1. Guidance towards the correct solution

In order to guide the student towards the correct solution, the system adopts an approach similar to the one described for Example 1. Since there is no common ancestor in this case, the system tries to direct the student towards endothelial degeneration by starting from a few ancestors above, as shown in Fig. 2b. The hint is framed as: "For effect of hyperlipidemia ... Instead of hyperglycemia, think of kinds of vascular diseases and thickening and loss of elasticity of arterial walls."

Here, 'Thickening and loss of elasticity of arterial walls' is the definition in UMLS for the concept arteriosclerosis. In other words the system gives the hint template: "Instead of student node, think about kinds of (great grandfather of expert node) and (definition of grandfather of expert node)".

In both COMET and METEOR, hints are generated to guide the student towards a particular causal path, such as: (1) Intracranial Pressure Increase → Brain Damage → Unconsciousness and (2) Lung Consolidation → Pneumonia. In the COMET system [29], the causal path for hint generation is selected based on the probabilistic student model. The student model is in the form of a Bayesian network, which contains the probabilities of the various candidate causal paths that indicate the likelihood of the student thinking along the lines of the relevant path. Thus, COMET offers hints based on the current cognitive state of the student. In METEOR [30], the causal path for hint generation is selected based on a heuristic measure of the closest candidate causal path, which is estimated using the semantic distance measure described above. Thus the...
hint generation strategy is probabilistic in COMET and heuristic in METEOR.

6. Evaluation

We classified the hints into different kinds as described in section 5, such as: 1. “You are very close”, 2. “You are somewhat close”. We then collected system generated hints from student log files. In order to enable stratified sampling, these hints were then randomly selected from each class of hints, so each class would have an even representation in a total sample of 30. In order to gauge human agreement with the system generated hints, we conducted separate evaluations with both experts and students. In the expert evaluation, five faculty members from Thammasat University having more than five years of experience in using PBL in teaching medicine, were asked to rate the sample of hints on a 5-point likert scale: 1 (strongly disagree) to 5 (strongly agree). For each sample, experts were shown the causal link drawn by the student and the corresponding expert link as a correct solution, along with the hint generated by the system, as shown in Fig. 3.

In order to evaluate the utility of the partial correctness feedback, experts were presented two versions of the same hint. As shown in Fig. 3a, hint from Tutor A contains the pre-amble of partial correctness feedback, for example ‘You are somewhat close’, whereas the Tutor B hint is without this feedback pre-amble.

Hints containing partial correctness led to an average score of 4.44 (Spearman’s $\rho = 0.80, p < 0.01$), whereas those without it led to an average score of 3.58 (Spearman’s $\rho = 0.78, p < 0.01$). Hints with partial correctness scored significantly higher than those without it (Mann Whitney, $p < 0.001$). The average of ratings awarded by the five experts to hints generated by the system are shown in Fig. 4.

In the second evaluation we had the same sample of hints rated by ten medical students of second year. Hints containing partial correctness led to an average score of 4.62 (Spearman’s $\rho = 0.82, p < 0.01$), whereas those without it led to an average score of 3.78 (Spearman’s $\rho = 0.71, p < 0.01$). One student awarded a rating score of 5 to all hints with partial correctness; these ratings were hence not used in computing the statistical agreement. Hints with partial correctness scored significantly higher than those without it (Mann Whitney, $p < 0.001$). The average of ratings awarded by the ten students to system generated hints are shown in Fig. 5.

In order to compare the quality of system generated hints against a gold standard, we conducted a separate evaluation by asking a human expert to provide hints on the same set of scenarios. These hints were then presented to five faculty members from Thammasat University for rating, to establish a gold standard. The average rating score turned out to be 4.20 (Spearman’s $\rho = 0.80, q = 0.80, p < 0.01$). A statistically significant difference was not found between these scores and those obtained from the expert evaluation of system generated hints with partial correctness (Mann Whitney, $p = 0.287$). The average of ratings awarded by five experts to hints received from the expert are shown in Fig. 6.

7. Discussion

The expert rating of system generated hints with partial correctness was found to be comparable to the gold standard, since a statistically significant difference was not found between the two groups. The overall average expert and student rating of 4.44 and 4.62, indicate strong expert and student acceptance of the system generated hints. Hints including the element of partial correctness scored significantly higher than those without it, which shows that both experts and students found the partial correctness feedback to be very useful.

The ratings by students were almost the same as those awarded by experts, with the only exception of two hints. These two hints were rated low by experts because they found them to be too direct and revealing the answer. Understandably the students thought different and were not as critical of those hints, though they still rated these two hints lower than the others.

According to one PBL expert, some of the content in the sample of hints was even better than what an average PBL tutor would be able to formulate. This is because not all PBL tutors are expert in all of the PBL cases. Their knowledge about concepts is sometimes lacking in certain areas and they are not always able to formulate the right description for a particular concept. In fact, such problems with hint quality due to knowledge gaps occur in METEOR as well when the definition text is missing for concepts in UMLS. It is worth noting that hints that contained the concept definition text scored higher than those where this text was missing in UMLS.

Inference techniques applied to a large knowledge source such as UMLS, can be quite taxing on the processing power and result in...
delayed system response. To address this problem, we reduced the search space, but this can lead to the reduced quality of hints since relevant concepts in the student and expert solution may not be connected in the hierarchy formed through the reduced search space. In this case, the partial correctness through semantic distance would not be assessed and the system would resort to the co-occurrence frequency. The hint guiding the student towards a correct solution will also be framed accordingly, devoid of the common ancestor to both concepts. However, considering that the relevant nodes are quite far apart, this may not have significant impact on the quality of the hint.

The semantic distance between parent and child concepts is not consistent throughout UMLS. In some cases the parent concept may be semantically close to its child concept, whereas in other cases they may be semantically quite distant. The parent concept may be too broad compared to its child concept or too vague; thus leading to a hint that is less relevant.

8. Conclusions

In this paper we have described how to ease the bottleneck of expanding a tutoring system. We have described how an existing broad knowledge source such as the UMLS, can be deployed as the domain ontology and its structure leveraged to assess the partial correctness of the student solution and generate hints based on the context of the student activity. Compared to the previous version of COMET, the time for the development and encoding of a new problem scenario has been drastically reduced from one person-month to 4–5 person-hours.

We have described the system implementation in the context of medical PBL, but the techniques could easily be applied to other domains where the task involves causal relationships and the domain ontology also contains a textual definition of the concepts. The techniques could be particularly relevant for other ill-defined domains, which require greater flexibility in assessment and feedback.

In interpreting the results of the proposed techniques, it is worth noting that the domain ontology has not been crafted specially for the task of medical PBL. A purpose built domain ontology is likely to yield better results, especially when its utility for hint generation is considered at the time of design.

The UMLS is incrementally expandable and a generic knowledge source for the broad biomedical domain, which is developed and distributed at a very wide scale. While existing versions of UMLS have limited support, later versions may feature support for a greater variety of tasks such as accurately inferring causal relations between concepts. Such additions will greatly facilitate the effective deployment of UMLS as a knowledge source for intelligent applications. Tutoring systems such as METEOR, would then be able to allow students to be more creative and explore novel solutions to problems. METEOR would then, also be more accurate in providing assessment and feedback.

9. Limitations and future work

One limitation of the study is the small sample size of 30 causal links against which students and experts were asked to rate their acceptance. Also, there may be inter subject clustering, which will have an impact on the statistical power, especially in the evaluations performed by experts limited to five. In the evaluations performed by 10 students, reduced effective sample sizes still lead to significant statistical agreements.

Furthermore, our hint generation strategy leveraging an existing knowledge source does not take into account the possibility of students having misconceptions at the ontology level. This could be addressed in a future study.

For future work, we would like to evaluate the hint generation for cases other than the well trod areas of heart attack, diabetes and pneumonia. Although the UMLS is large enough to cover virtually any problem scenario in the broad medical domain, this may impact the quality of hints, if there are knowledge gaps in UMLS in those areas. We would also like to investigate the impact of different hints on the student learning outcomes.

Finally we would like to compare and examine the tradeoffs between the nature of clinical reasoning gains acquired through METEOR and through COMET, especially in light of the fact that as previous studies have shown, a feedback strategy such as the one proposed in this paper, may not be as effective as those that stem from a carefully captured cognitive student model. Nonetheless the tradeoff may be worth it, if one considers the long term ramifications in adding new cases for the large scale deployment of tutoring systems for instructional purposes.
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